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1.0. Introduction

Regulation of streamflow for hydropower often alters natural hydrographs, commonly reducing peak flows, increasing baseflows, and increasing ramping rates. Simultaneously, reservoirs typically trap sediment, reducing the supply to the reach downstream of the dam. These changes to the flow regime and sediment supply impact channel morphology and sediment transport processes in ways that reduce the diversity and suitability of instream habitat. A variety of restoration approaches have attempted to mitigate for some of these changes and a growing number include releases of high flows designed to mimic key characteristics of the pre-regulation hydrograph. One example is the Trinity River, CA, where the addition of augmentation gravel to the channel has been combined with high flows designed to restore portions of the pre-regulation hydrograph to improve channel conditions for spawning fish on the Trinity River, CA. Another example is the high-flow experiments on the Colorado River through the Grand Canyon that aim to restore eroding sand bars that not only provide habitat but camping for rafting groups. More projects that restore portions of the pre-regulation hydrograph are likely in the future because the Federal Energy Regulatory Commission (FERC) requires habitat mitigation efforts in the relicensing process for hydropower facilities. However, the outcomes of these costly restoration efforts are often hard to predict because little is known about how hydrograph form actually impacts channel morphology and bedload transport in rivers.

Here we summarize the results of two flume experiments designed to investigate the impacts of hydrograph form on the morphology of a channel bar and bedload transport processes. The first experiment primarily investigated the impacts of hydrograph recession rate on the morphology of a channel-bar in a sand bed channel. Additional runs examined the combined effects of hydrograph recession and a dense patch of vegetation on bar form. The second flume experiment investigated bedload transport processes in an armored, gravel bed channel during hydrographs with varying form. It documented total bedload flux for a hydrograph, bedload flux rates, persistence of the coarse armor surface, and changes in bed surface structure. Both experiments observed
links between hydrograph form and the resulting bar morphology or bedload transport processes, providing insight into ways that high flow hydrographs can be designed to better facilitate restoration goals downstream of hydropower facilities.
2.0. Impacts of hydrograph recession rate and vegetation on bar morphology in a sand bed channel

2.1. Introduction

Nearly all natural channels are subject to unsteady flows, and there is considerable variability among hydrographs of different hydrologic regimes, from gradually changing (snowmelt or groundwater driven) to “flashy” events with rapidly changing discharges (rain dominated). Regulation of many stream channels across the globe has altered natural hydrographs (Dynesius & Nilsson, 1994) to better serve the needs of irrigation, flood control, or hydropower. In addition, climate change already has, or is predicted to alter the flow regimes of many streams (Clark, 2010; Hamlet & Lettenmaier, 2007; Luce & Holden, 2009; Schnorbus et al., 2014). Areas in the rain-snow transition are especially at risk of shifting from snow to rain dominated hydrographs. On regulated rivers, climate change is also driving changes to the regulated hydrographs (Lake et al., 2012; Yao & Georgakakos, 2001). Despite the prevalence of unsteady flows, large gaps remain in understanding how hydrographs form influences channel morphology.

One indication that hydrograph form is an important driver of morphology is channel response following flow regulation. Diversions that reduce flow and transport capacity have been linked to significant instream aggradation (Wesche et al., 1988), and fining of the bed grain size distributions (Baker et al., 2011). Dam operations can vary based on the main function of the facility, but frequently, base flows are artificially high, peak flows reduced, and ramping rates faster than pre-regulation (Kondolf, 1997; Magilligan & Nislow, 2005; Poff et al., 2007; Singer, 2007). Simultaneously, sediment supply is typically reduced by impoundment within the reservoir. The resulting downstream channel responses can include coarsening of the bed grain size distribution (Dominick & O’Neill, 1998); channel entrenchment and abandonment of the former floodplains (Church, 1995; Petts & Gurnell, 2005) or, conversely, channel aggradation (Petts & Gurnell, 2005); vegetation encroachment (Church, 1995; Dominick & O’Neill, 1998; Gordon & Meentemeyer, 2006); and a reduction in overall geomorphic complexity (Gordon & Meentemeyer, 2006). However, separating the sole influence of the
hydrograph from simultaneous reductions in sediment supply or changes in land use adjacent to a channel can be very difficult in field settings.

Recent experimental (Humphries et al., 2012; Lee et al., 2004; Mao, 2012; Martin & Jerolmack, 2013; Waters & Curran, 2015) and modeling (Ghimire & Deng, 2013; C. B. Phillips et al., 2013; Shen & Diplas, 2010; Viparelli et al., 2011) investigations also point to the influence of unsteady flow on channel characteristics. One way this may occur is through the total sediment transported by an unsteady flow. Some studies have documented a decrease in total sediment flux compared to an equivalent steady flow (Bell & Sutherland, 1983; Griffiths, 1976; Young & Davies, 1991), while other have documented an increase (Bombar et al., 2011; Lee et al., 2004), or no change at all (Gary Parker et al., 2007). The variability in findings may result in part from differences in hydrograph form because “flashier” hydrographs have been linked to greater total bedload flux than an equivalent but more gradually changing hydrograph (Yen & Lee, 1995). There is evidence that hydrograph form influences additional channel characteristics. More gradual hydrographs have been linked to enhanced vertical sorting (i.e. armor development; Hassan et al., 2006) but decreased transverse sorting around a bend (Yen and Lee, 1995) compared to “flashier” events. The formation, size and spacing of beforms also respond to hydrograph form (Martin & Jerolmack, 2013; Waters & Curran, 2015).

This study investigated how varying falling limb recession rate influenced the morphology of a forced bar in a sand bed channel. This work was motivated by understanding how changes to the gradual recession of snowmelt driven hydrographs might alter bar morphology. Many species in snowmelt dominated systems time key life stages to coincide with the annual snowmelt recession (e.g. vegetation recruitment, migration, reproduction). For example, cottonwood seeds disperse during the spring recession, which allows seeds to germinate on fresh bar deposits, after which root growth keeps pace with the gradual drop of the water table (Braatne et al., 2007; Cooper et al., 1999; Rood et al., 1995). This key feature of snowmelt driven hydrograph is often lost or significantly truncated by regulation. Increasingly, habitat mitigation for hydroelectric facilities includes restoration of the gradual spring recession. One example is the high flow experiments on the Colorado River through the Grand Canyon where a key goal is rebuilding the diminished sand bars (refs). Projects like this
need more information about the influence of hydrograph form to design high flows that best aid restoration goals.

2.2. Methods

2.2.1. Flume experiments
Hydrograph experiments were run at the Saint Anthony Falls Laboratory’s Outdoor Stream Lab (OSL) in Minneapolis, MN. This unique facility combines a meandering channel and vegetated floodplain with control over channel discharge and sediment feed rates (Figure 1). Further, though the bank positions and two riffles are fixed into position, the morphology of the rest of the channel bed (predominantly in the coarse sand range with a $D_{50}$ of 0.7 mm) is free to respond to imposed discharges, feed rates, or other experimental treatments. Total channel length is 40 m with an average bankfull width of 2 m and slope of 0.007 (Rominger et al., 2010).

The focus of the study was the morphology of the forced bar that forms on the middle meander (Figure 1). An instrument cart was set up over the bar apex to obtain detailed measurements before, during and after experiments. Before and after runs, topography of exposed portions of the bar were measured with a Keyence laser scanner (1x1 cm resolution). During experiments, submerged portions of the bar were measured using a sonar scanner (1x5 cm resolution). Fifteen cross-sections were also installed throughout the channel where we measured bed elevation by point-gage in 10 cm intervals and water surface elevation in at least three locations. A total station to survey of the cart and cross-section positions allowed all topography to be put into a single local coordinate system.

Each of three recession runs was preceded by an equilibrium run (EQ; Table 1) to establish similar starting conditions for experiments. Discharge and sediment feed rates were held constant (112 L/s and 2.14 kg/min). The equilibrium discharge fully submerged the bar, allowing the movement of sediment across the top. The feed rate equaled the transport capacity as estimated by a modified Meyer-Peter-Mueller equation that was calibrated using the mean flux rate for bankfull flow. EQ runs continued until equilibrium was established in the channel, denoted by stabilization of bar morphology and bed elevations throughout the channel. To determine
when equilibrium had been reached, we measured bed elevations at regular intervals in all cross-sections and marked the downstream extent of bar growth with pin flags.

![Diagram of streamlab setup](image)

**Figure 1. Layout of the St. Anthony Falls Outdoor Streamlab and experimental setup.**

<table>
<thead>
<tr>
<th>hydrograph</th>
<th>min Q (L/s)</th>
<th>max Q (L/s)</th>
<th>duration (hrs)</th>
<th>recession rate%</th>
<th>total water volume (m$^3$)</th>
<th>total sediment input (kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EQ</td>
<td>112</td>
<td>112</td>
<td>11-25</td>
<td>na</td>
<td>variable</td>
<td>variable</td>
</tr>
<tr>
<td>H10, H10V</td>
<td>72</td>
<td>150</td>
<td>8</td>
<td>10</td>
<td>3075</td>
<td>962</td>
</tr>
<tr>
<td>H30, H30V</td>
<td>68</td>
<td>284</td>
<td>5</td>
<td>30</td>
<td>2835</td>
<td>1014</td>
</tr>
<tr>
<td>H60</td>
<td>71</td>
<td>284</td>
<td>6</td>
<td>61.5</td>
<td>2852</td>
<td>971</td>
</tr>
</tbody>
</table>

*a. For runs H10, H10V, H30, and H30V recession rate is the decrease in discharge at every time-step. For H60, the recession rate is the maximum change in discharge as the recession rate was variable through the run.*
Hydrograph runs were limited to the falling limb only (Figure 2). Total transport capacity (estimated assuming steady-state flow), total volume of water, and total sediment feed were kept as close as possible among runs (± 10%; Table 1). Run durations were determined by the amount of time required to transport an estimated quantity of sediment capable of resulting in significant morphological change on the bar. Minimum discharge (68-72 L/s) produced little sediment transport over the bar while peak flows (284 L/s and 150 L/s) fully submerged the bar top. Recession hydrographs were step-wise with time-steps of one hour (Figure 2). Runs were designed to simulate snowmelt dominated (H10), rain dominated (H30), and regulated (H60) recession hydrographs. Rather than use a constant sediment feed rate it was adjusted at each time-step to equal the estimated transport capacity. This helped isolate the influence of recession hydrographs by minimizing any impacts from a changing ratio of sediment supply to transport capacity.

![Figure 2. Recession limb hydrographs with corresponding sediment feed rates, which were held equal to the estimated transport capacity throughout each run.](image)

The H10 and H30 hydrograph were repeated with vegetation installed on the bar-top (H10V and H30V). Once equilibrium was established, plugs of *juncus effusus* and *carax* were installed in a dense patch on the upstream half of the bar along the bar edge (Figure 3), secured with lengths of metal wire. Patch placement simulated vegetation establishment along a line of elevation. The more rigid *juncus* approximated an older patch established at the head of the bar, while the less rigid *carax* approximated younger plants at a lower position on
the bar-top. The *juncus effuses* plants had a mean stem height of 21.1 cm and frontal width of 3.4 cm, while the *carax* had an average height of 9.5 cm and width of 4.6 cm. The total area of the vegetation patch was approximately 0.62 m². After the vegetation was in place the bar top was scanned by laser and the total station used to survey the perimeter of the vegetation patch.

![Image](image.png)

**Figure 3.** a) Vegetation plugs with wired used to install the vegetation patch during the H10V and H30V runs. Images in b) and c) provide views of the patch installed on the bar.

### 2.2.2. Quantifying bar morphology

Topography of the bar and the adjacent pool for a given time-step was obtained by combining the point cloud data of laser scans, sonar scans, and cross-sections. Sonar scans during runs were the average of eight consecutive passes, which largely removed the influence of migrating ripples. A surface was fit to the combined data then edited by hand to remove outliers and unrealistic topographic features. Coordinates were then exported from the resulting surface on a range of grid sizes, the smallest 2x2 cm. Most analysis of the topography used the more detailed 2x2 cm grid only but analysis of differences in the elevation distributions used a range of grid sizes.
Before measuring components of bar morphology (i.e. width and area), we had to objectively identify the break between the bar-top and side, or bar edge. We hypothesized that as the elevation of an artificial water surface increased, there would be a rapid increase in the area submerged upon reaching the relatively flat bar-top. We identified this elevation by estimating the first derivative of the elevation-area inundated relationship with a moving window (Figure 4). Once we identified bar-edge elevation we highlighted all points at that elevation on the bar topography. We removed points that were obviously disconnected from the line defining the bar edge. Using the known position of the channel edge we could then extract the bar-top.

Figure 4. Bar edge was identified using the change in area inundated with changes in water surface elevation, and used the full topography rather than cross-sections. The elevation of the bar edge was located where the most rapid increase in area inundated occurred for set small change in elevation.

Once bar-tops were identified, we could measure and compare the elevation of the bar edge, bar-top area, mean bar-top width, bar-top length, and estimated volumes of scour and deposition among runs. Net volumetric scour and deposition for time-periods of interest were estimated by subtracting initial from final topographies. Elevation distributions were compared for the bar-pool, bar-top only, and pool areas. We first removed portions of the bank with fixed elevation then used the non-parametric, rank-based Kruskal-Wallis test to test for significant differences. When a significant difference was indicated (p< 0.05), we used Dunn’s multiple comparison test to determine which distributions were significantly different. We repeated the analysis for a range of grid sizes, from 2x2 cm to 40x40 cm. The more dissimilar two distributions were, the larger the grid size would have to be for
them to become statistically indistinguishable. Conversely, more similar distributions would become indistinguishable at smaller grid spacing.

2.3. Results

2.3.1. Equilibrium runs

Qualitatively, the EQ bars were all visually similar with well-defined, broad, flat tops (Figure 5a). The mean width and length were all very similar for the equilibrium bars (Figure 6), but bar-top area and edge elevation indicate that the EQ1 bar formed approximately 3-4 cm lower and had a slightly smaller bar-top area compared to the other equilibrium bars. Empirical cumulative probability plots (4 cm grid spacing) also highlight the similarity of equilibrium topography, with the most significant difference again for the EQ1 bar-top which formed slightly lower (Figure 7a-c). For the full scan area, normalized elevation distributions became statistically indistinguishable at a grid-spacing of only 4 cm, suggesting that overall channel form was very similar. However, bar-tops and non-bar regions became statistically indistinguishable at larger grid sizes of 12 and 14 cm, respectively, suggesting larger differences in elevation distributions for specific regions.

2.3.2. Recession hydrographs without vegetation

Measurements of final bar-top areas, mean widths, and lengths show that H10 increased bar-top size, while H30 and H60 decreased bar-top size compared to the initial bars (Figures 5 and 6). In addition, the H10 bar-edge formed at a lower elevation than the H30 and H60 edges (Figure 6c). As a result, the H10 bar-top had more typical morphology with a broad, well-defined flat top, while the H30 and H60 bar-tops were more irregular and poorly defined. In addition, all three runs increased bar-edge elevation; (Figure 6c and Table2). Cross-sections (Figure 8) also highlight differences in the final bar morphologies. At the upstream end (Figure 8a), the H10 bar-top was lower than H30 and H60. Mid-bar the distinct, flat top of the H10 bar contrasts with the higher, less distinct bar-tops from H30 and H60 (Figure 8). At the downstream end of the bar (Figure 7d), the H10 bar was higher than H30 and H60 along the inner bank, most likely because these bars did not extend that far downstream. However, there was more deposition near the thalweg during H30 and H60 than H10. In the last cross-section, number 10, (Figure 7e), the difference in topography among these three runs is largely diminished.
Figure 5. Final bar morphologies from experimental runs with the bar-top outlined (solid black line). An example of the final morphology from equilibrium runs is shown in (a) for the EQ3 run. The outline of the vegetation patch (dashed black line) installed on the bar-top before runs H10V and H30V is also shown in (d) and (f).
Figure 6. a) Mean bar width, b) bar length, c) bar edge elevation, and d) bar-top area for starting, peak, and final bars. H60 peak flow bar-top area is not visible because it is the same as the initial area.

Table 2.

<table>
<thead>
<tr>
<th>Run</th>
<th>initial bar-edge elevation (m)</th>
<th>peak bar-edge elevation (m)</th>
<th>final bar-edge elevation (m)</th>
<th>initial bar-top area (m²)</th>
<th>peak bar-top area (m²)</th>
<th>final bar-top area (m²)</th>
<th>initial bar length (m)</th>
<th>peak bar length (m)</th>
<th>final bar length (m)</th>
<th>volume change at peak (m³)</th>
<th>volume change after peak (m³)</th>
<th>total volume change (m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H10</td>
<td>239.05</td>
<td>239.05</td>
<td>239.08</td>
<td>3.09</td>
<td>3.20</td>
<td>3.17</td>
<td>0.82</td>
<td>0.94</td>
<td>0.72</td>
<td>3.91</td>
<td>3.85</td>
<td>3.87</td>
</tr>
<tr>
<td>H30</td>
<td>239.08</td>
<td>239.13</td>
<td>239.14</td>
<td>3.28</td>
<td>2.06</td>
<td>1.91</td>
<td>0.77</td>
<td>0.66</td>
<td>0.49</td>
<td>3.86</td>
<td>3.16</td>
<td>3.21</td>
</tr>
<tr>
<td>H60</td>
<td>239.09</td>
<td>239.12</td>
<td>239.15</td>
<td>3.47</td>
<td>3.47</td>
<td>1.70</td>
<td>0.78</td>
<td>1.04</td>
<td>0.45</td>
<td>3.85</td>
<td>3.26</td>
<td>3.15</td>
</tr>
<tr>
<td>H10V</td>
<td>239.09</td>
<td>239.09</td>
<td>239.09</td>
<td>3.43</td>
<td>3.20</td>
<td>3.13</td>
<td>0.80</td>
<td>0.94</td>
<td>0.69</td>
<td>3.94</td>
<td>3.30</td>
<td>3.82</td>
</tr>
<tr>
<td>H30V</td>
<td>239.08</td>
<td>239.094</td>
<td>239.11</td>
<td>3.50</td>
<td>2.76</td>
<td>2.34</td>
<td>0.86</td>
<td>0.84</td>
<td>0.62</td>
<td>3.87</td>
<td>3.36</td>
<td>2.76</td>
</tr>
</tbody>
</table>
Figure 7. Empirical cumulative probability functions for elevation distributions, normalized by bar-edge elevation. (a-c) shows EQ runs and (d-f) shows the recession hydrographs. The top row shows the full elevation distribution of the bar-pool, the middle row shows bar-top only, and the bottom row shows the non-bar-top region. Plots for the non-bar-top region are limited to elevation at or below the bar-edge.
Figure 8. Final cross-sections for all recession hydrographs. Cross-sections are shown from upstream to downstream portions of the bar.
Normalized elevation distributions for the recession runs showed greater variability compared to
the EQ runs (Figure 7d-f). For the full bar-pool, H10 is distinct from H30 and H60 at even the smallest
grid spacing of 2x2 cm. H30 and H60 did not become statistically different until a very large grid spacing
of 36x36 cm, suggesting they were very similar. The results were similar when comparing the bar-top
only, with H30 and H60 indistinguishable at a 2 cm grid size, and all three bars indistinguishable with a
16 cm grid size. For the non-bar area, H30 and H60 were distinct up to a 4 cm grid size, and the three
became indistinguishable at 28 cm. This indicates that the topography resulting from H10 differs
significantly from H30 and H60, but that H30 and H60 resulted in very similar bars.

The magnitude and location of scour and deposition also varied among the H10, H30, and H60
runs. All three resulted in net deposition, estimated as 0.113 m$^3$ for H10, 0.044 m$^3$ for H30, and 0.033 m$^3$
for H60 (Figure 9). However, the spatial distribution of scour and deposition differed (Figure 10b-d). H10
produced fairly uniform deposition over the bar and the thalweg (Figure 10b). In contrast, deposition
during H30 and H60 (Figures 10c-d) was primarily on the bar-tops while the thalweg scourred, especially
adjacent to the downstream end of the bar. The area of net deposition appears slightly larger for H30 than
H60.

![Figure 9. Net volumetric change in sediment for peak flow, all time-steps after peak flow, and full recession hydrographs.](image-url)
2.3.3. Recession hydrographs with vegetation

H10V and H30V both produced bars with flat, distinct tops (Figures 5 and 8), most similar to H10. The H30V bar-top was more irregular in shape though, and slightly smaller than the H10V bar-top (Figure 5). Both of these runs resulted in decreases in the bar-top area compared to the starting areas (Figure 6d), though the decrease was much larger for the H30V run. The H10V bar-top was only slightly smaller than H10, while the final area for H30V was larger than H30 (Figure 6d, Table 2). Bar-edge elevation remained largely unchanged during H10V (Figure 6a) but increased during H30V.

Significant deposition within the vegetation patch is visible in cross-sections over the bar, particularly cross-section 8 (Figure 8). Just down the bar this deposit was no longer present, and the H10V and H30V bar-tops actually sat lower than those from H10 and H30. Also visible in cross-sections (primarily those of Figure 8a and 8b) was a chute-cutoff channel that formed on the bar-top on the inside of the bend during both of these runs (Figure 11). The chute was quickly scoured at peak flow during H10V, then mostly refilled during the remainder the run. In H30V, the chute scoured in the time-step after peak, then only partially refilled by the end.

Normalized elevation distributions indicate that the vegetation patch produced distinct topography. The H10V topography differed most from H10 at elevations below the bar edge, which were generally higher than H10. H30V resulted in more of the topography distributed above the bar-edge compared to H30. In addition, both were significantly different from all other runs using the finest grid size of 2x2 cm. The vegetation patch also reduced bar-top elevations compared to runs without the patch (Figure 7e). The normalized elevation distribution of the bar-tops only for H10V and H30V were significantly different from all other runs but not each other at the 2x2 cm grid spacing.
Figure 10. (Previous page) Changes in elevation during each recession experiment. The solid black line shows the outline of the bar-top, and the lighter line shows the outline of vegetation patches. The left column shows the elevation changes from start to the end of peak flow, with the peak flow bar-top outlined. The middle column shows changes in elevation from the end of peak to the end of the experiment, with the final bar-top outlined. The right column shows changes in elevation from start to finish, with the final bar-top outlined.

Figure 11. Chute cutoff channel that formed only in runs H10V and H30V. Examples of chute location and remnants at end of H30V (a) and H10V (b).

In contrast to recessions without the vegetation patch, H10V and H30V resulted in net scour (Table 2; Figure 9). During H10V, scour occurred primarily adjacent to the bar-top, in the cut-off chute, and in the pool (Figure 10d). Areas of net deposition were limited, with the most significant at the bar head. Net scour during H30V was similar to H10V, but also included much of the downstream end of the initial bar, resulting in a small bar-top area (Figure 10e). However, there was significant deposition within the vegetation patch.

2.3.4 Impacts of peak flow

We also examined bar topography at the end of peak flow in order to compare impacts of the higher peak flow (284 L/s) used in H30, H60, and H30V to the lower peak flow (150 L/s) used in H10 and H10V. Without vegetation, the lower peak resulted in less deposition than the higher peak (Table 2;
Figure 9), and smaller changes to mean bar-top width, length, area, and edge elevation (Figure 6). With vegetation, the lower peak resulted in net scour, while the higher peak resulted in net deposition (Figure 9). For other parameters, results were mixed compared to recessions without vegetation, but overall suggested that the presence of the vegetation patch mitigated the impacts of peak on the bar (Figure 6).

2.4. Discussion

2.4.1. Similarity of initial conditions

Initial conditions provided by equilibrium runs were all very similar with the exception of the first run, in which the EQ1 bar formed at a lower elevation than other equilibrium bars (Figures 6c and 7a). However, normalized elevation distributions were indistinguishable at a 4 cm grid size, suggesting that the EQ1 full bar-pool topography was actually quite similar to the other equilibrium runs but shifted lower in the channel. The most likely reason that the EQ1 bar formed lower was conditions of the previous experiment in the facility, which were run at higher discharges and lower sediment feed rates. Like laboratory flumes, the flow and feed rate in the OSL can be controlled, but unlike traditional laboratory flumes, the entire bed of the OSL cannot be replaced or reconfigured between experiments. While this can produce conditions more analogous to the field, it also introduces a greater degree of uncertainty regarding the amount of sediment already on the bed and lasting impacts of previous experiments.

The lower elevation of the EQ1 bar may have impacted results of the H10 run that followed because the resulting bar formed at lower elevation than the H30 and H60 bars (Figure 7). Bar-top area for EQ1 was also slightly smaller than other equilibrium bars (Figure 6d, Table 2), which could have impacted the final size of the H10 bar, though it was significantly larger than those from H30 and H60 anyway. However, the H10V bar also formed lower and had a larger area than the H30V bar (Figures 6 and 7), suggesting this was at least in part a result of the hydrograph used as well.
2.4.2. Differentiating influences of recession rate and peak flow

While we designed hydrographs to best isolate the influence of recession rates, two different peak flow rates were used to maintain the same total transport capacity and volumes of water and sediment (see section 2.1.2.). As a result, the separate impacts of peak and recession rate on resulting bar morphologies must be differentiated as far as possible. The Kruskal-Wallis and Dunn’s multiple comparison tests indicated that normalized elevation distributions of the final bar morphologies were significantly different for all runs except the H30 and H60 runs. This could suggest that peak flow was a larger driver of final bar than the hydrograph recession rate. However, while the differences between H30 and H60 are small, the consistent trends in mean bar width, bar length, and bar-top area with recession rate for the runs without vegetation provide evidence that bar-top shrinks as recession rate increases (Figure 6).

A primary influence of peak flow on bar morphology appears to be the amount of deposition on the bar-top during peak. All runs resulted in deposition on the bar-tops at peak, but the higher peak deposited significantly more sediment than the lower peak (Figure 10). Such significant deposition likely had lasting impacts on bar morphology, altering local hydraulics and subsequent locations of scour and deposition. This is supported by previous numerical modeling that demonstrated the significant influence of point bars on local hydraulics, showing that as bars grow larger, the local force balance directs sediment around the head of the bar (Legleiter et al., 2011). The large deposits of the higher peak flow in these experiments may have diverted sediment around the bar for the remainder of the experiment, resulting in the smaller bar-tops of H30, H60, and H30V.

While deposition on the bar-tops at peak appears to have lasting impacts, our observations indicate that recession rates also shaped the final bar. A key way in which this happened was the timing of bar-top emergence. Once the bar-top emerges, deposition on that portion of the bar ceases, and redistribution of that sediment over other portions of the bar becomes very unlikely. During H10 and H10V, the bar remained submerged through the entire recession, allowing continued redistribution and new deposition through the entire run (Figure 10). This may have resulted in part from the smaller
increase in bar elevation due to deposition during peak, but the more gradual recession would have also allowed redistribution of that sand that would have decreased elevation so that the bar-top would not emerge. The recession rates used in H30, H30V, and H60 were too rapid to allow sufficient time for the sediment deposited on the bar-top at peak to be redistributed or scoured enough to prevent the bar-top from emerging. The bar emerged immediately after peak during H60, and at the start of time-step four (3 hrs into the run) during H30 and H30V. Once the bar-tops emerged, continued redistribution of sediment on the bar was minimized, and new deposition on the bar-top impossible. Further, the scour after peak in the thalweg and along the bar edge (Figure 10) could have been driven by emergence of the bar-tops by reducing cross-sectional area and increasing mean velocity. To test this idea, we estimated the mean velocity in cross-section for time-step four of runs H10, H30, and H60. During this time-step the bar-tops of H30 and H60 were no longer submerged, and the discharges were very similar for all runs, 97-109 L/s (Figure 2). H10 had the largest cross-sectional area of 0.29 m². For H30 and H60, area was less, 0.22 m², due to the higher elevation bar-top that was no longer submerged. The result was lower mean velocity for H10 (0.38 m/s) and H30 and H60 (0.44 and 0.49 m/s, respectively). While these estimates do not give the full picture of shear stress on a smaller scale, they still suggest that emergence of bar-tops due to rapid recession rates can increase mean velocities and erosion, reducing final bar size.

There is limited previous work investigating the influence of hydrograph form on bar morphology, but what is available also suggests that hydrographs do impact bar morphology. An earlier flume experiment by Yen and Lee (1995) investigated the response of a bar formed in a 180° bend to hydrographs with different ramping rates and peak flows. Using full hydrographs instead of only recession limbs, they noted that faster ramping rates deposited sediment at higher elevations on the bar-top, and scour was increased along the outer bank. This is similar to our findings that the faster recession runs of H30 and H60 deposited more sediment on the bar-top. However, Yen and Lee (1995) also varied peak flow, and the hydrographs with faster ramping rates also had higher peak flows. As a result, it is likely that their observations are the result of both peak flows and ramping. Field observations by Hassan
(2005) provide further evidence that flashy regimes produce bars that are more poorly developed than those typically subject to gradually changing flows.

2.4.3. Influence of vegetation patch

The main influence of the vegetation patch appears to have been to drive net scour, rather than net deposition as seen in all other runs without vegetation. There was significant deposition within the vegetation patch itself, but scour elsewhere was enhanced, particularly in the thalweg adjacent to the downstream end of the bar (Figure 10). A previous study in the Streamlab installed vegetation on the same bar and ran a series of steady, bankfull flows to document changes in flow structure and bar form (Rominger et al., 2010). Though the location and density of the plants differed from this study, they also documented deposition in the patch, but scour of the outer edge that decreased bar width. This was attributed to lower velocities within the vegetation patch but increased velocities out of the patch. Though we did not measure velocity during this experiment, it is very likely that the vegetation patch induced similar changes in velocity compared to the runs without vegetation, driving the changes in deposition and scour we documented. Waters and Crowe Curran, (2016) also found that vegetation patches subject to unsteady flow generally reduced reach scale bed stability in flume experiments, indicated by net sediment loss. Only a small range of flow conditions induced reach scale stability with the vegetation.

It is possible that different plants in a different arrangement could have altered the results because many factors determine the impact that vegetation has on sedimentation, channel stability and morphology. For example, plants with greater crown area can induce more sedimentation (Kui et al., 2014). Further, younger, smaller plants have been found to provide less bank stabilization and dampening of flood impacts compared to older, larger plants (Wilcox and Shafroth, 2013). The distribution of plants can also impact bank stability, with more uniform distribution slowing bank retreat and promoting stability of a single-thread channel but non-uniform distribution promoting stable islands and a more braided channel form (Dijk et al., 2013).
2.4.3. Implications for restoration

The differences in final bar morphologies for the recession hydrographs suggest that the design of high flows can be adjusted to enhance restoration goals in sand bed channels. While there are numerous additional considerations in field settings (i.e. sediment supply, type of bar, vegetation established along channel), this experiment can still provide some insight into how peak flow and recession rate may shape bars. The primary influence of peak flow appears to be the volume and elevation of sediment deposition on the bar, with higher peaks depositing more material at higher elevations than lower peaks. This deposit can then impact local hydraulics for the remainder of the run, potentially steering additional sediment around the bar if it is large (Legleiter et al., 2011). For the bar examined here, a rapid recession rate resulted in emergence of the bar-top and scour along the edge, producing a small bar-top. A more gradual recession kept the bar submerged and deposition continued across the bar with minimal scour of the edge, resulting in a larger bar-top. In addition, more gradual recession rates were associated with less net sediment loss after peak flow. This is a particularly important consideration for regulated rivers where sediment supply is often limited and suggests that more gradual recession rates could better preserve a limited resource.

Restoration projects commonly include installing vegetation along or near banks for the purpose of providing stabilization to stream banks (Abernethy & Rutherfurd, 1998; Simon & Collinson, 2002) and to provide shade and reduce water temperature. Our results, along with those of Rominger et al. (2010) show that vegetation used in a sand bed channel may indeed retain sediment within the patch, but result in net scour due to enhanced erosion elsewhere in the channel. Further, a more rapid recession rate with vegetation on the bar resulted in significant scour of the downstream portion of the bar. These findings highlight the need for careful consideration of vegetation placement in restoration projects so as not to actually enhance scour or destabilize the channel. The formation of the cut-off chute in these experiments also demonstrates how vegetation might be used to increase channel complexity and diversity in habitat. In a natural channel, the chute would provide an area of refuge with shallower, slower moving water.
2.5. Conclusions

The responses of the bar documented in this study to different recession limb hydrographs suggests that point bars within sand bed systems are sensitive to both the peak flow and recession rate of unsteady flows. The primary impact of peak flow was the deposition of sand on the bar-top, with the higher peak flow depositing a larger volume of sand than the lower peak flow. One result of this was that the final bar-tops sat at a higher elevation in the channel for high peak runs compared to low peak runs. In addition, sediment deposited on the bar-top at peak would have changed local hydraulics for the remainder of the recession. For the high peak runs, the larger deposits could have caused flow and sediment to be diverted around the bar top, minimizing additional growth of the bar and resulting in the smaller, less distinct bar-tops. In contrast, less deposition during lower peaks did not divert flow and sediment around the bar-top, allowed continued deposition and bar growth through the remainder of the recession to produce large, more distinct bars.

Recession rate also influenced final bar forms, largely by bar-top emergence. The bar-tops of H10 and H10V may not have emerged because peak deposition was less than for high peak runs. However, the gradual recession rate kept the bar-tops of H10 and H10V sufficiently submerged for long enough to redistribute high flow deposits and prevent the bar-top from emerging or even coming close to emerging. As a result, sediment transport over the bar continued, resulting in a large, well-defined final bar form. In contrast, the bar-tops of H30, H30V, and H60 emerged during the recession. This was a combination of significant deposition during peak and rapid recession rates that did not provide sufficient time for redistribution of peak flow deposits to prevent the bar from emerging. Estimates of cross-sectional area for runs H10, H30, and H60 during a time-step with similar discharge show that emergence of the bar-top reduced cross-sectional area, likely increasing mean velocity. This drove greater scour in the thalweg and along bar edge, contributing to the smaller, less defined bar-top areas.
The main impacts of the dense vegetation patch installed on the bar for runs H10V and H30V were net scour, rather than net deposition seen in H10 and H30, and formation of the cut-off chute across the bar-top. While there was significant deposition within the vegetation patch itself, scour adjacent to the patch and in the thalweg was enhanced compared to runs without the vegetation. Despite net scour rather than deposition, the H10V bar was of similar size to H10, while H30V was larger than H30 though wider and shorter. Consistent with H10 and H30, the lower peak and more gradual recession of H10V resulted in a larger bar than the higher peak and faster recession of H30V. In addition, a cut-off chute formed across the bar-top in response to the vegetation. Sediment was conveyed through the chute, nearly refilling fully through the gradual recession of H10V, but not during the more rapid recession of H30V.

The varying responses of the bar provide some insight into the ways in which planned high flows on regulated systems might be designed to create the desired bar morphology to meet restoration goals. High flows require careful consideration, particularly where sediment supply is significantly reduced by impoundment in a reservoir. Peak flow magnitude can be used to influence the amount and elevation at which deposition occurs on the bar-top, and this deposit can have lasting impacts on local hydraulics and thus continued scour or deposition through the recession limb. The recession rate can influence the degree of redistribution and additional scour or deposition on the bar, and our results suggest that more gradual recession rates promote development of larger, well-defined bars than rapid recession rates. The use of vegetation in restoration requires careful consideration as well because in this experiment it resulted in net scour through the bar and pool. Vegetation may promote localized deposition, but increase scour elsewhere in the channel, potentially impacting overall channel stability.

While we studied a limited set of conditions, the results suggest that hydrograph form, in combination with additional factors like vegetation patches, do impact bar form. Further studies could provide additional insights into the influence of other factors we did not test. This includes hydrograph rising limbs, separately and in combination with a full hydrograph, and the response of gravel bed channels. In particular, further, understanding of bar response to hydrograph forms under a range of
sediment supply conditions would be especially useful for reaches downstream of dams where sediment is often in limited supply.
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3.0. Hysteresis driven by armor loss and bed structure changes during unsteady flow

3.1. Introduction

Bedload hysteresis is a common phenomenon in which flux rates \( q_s \) vary for the same discharge on the rising and falling limbs of a hydrograph. Hysteresis can be clockwise (CW; greater \( q_s \) on the rising limb), counterclockwise (CCW; greater \( q_s \) on the falling limb), or more complex. Predicting \( q_s \) and total bedload flux \( q_T \) for an event is often complicated by hysteresis because \( q_s \) can vary so widely for a single discharge. However, the mechanisms behind bedload hysteresis often remain unclear. A better understanding of what drives hysteresis will not only improve predictions of \( q_s \) and \( q_T \) during hydrographs but will also provide basic information about mechanisms that increase or decrease \( q_s \) within the same channel.

In armored, gravel-bed channels, hysteresis may result from breakup of the coarser bed surface during high flow which exposes the finer grained sub-surface and increases \( q_s \). However, this link remains tenuous because observing the bed at high flow is rarely possible, leading to ongoing uncertainty about what actually happens to armor structure. Instead, armor behavior is typically inferred from comparisons of the pre and post-event bed (e.g. Clayton & Pitlick, 2008; Vericat et al., 2006). Some studies have concluded that armor breaks up during high flow (Vericat et al., 2006), while others have concluded that it persists as a mobile feature of the bed (Andrews & Erman, 1986; Clayton & Pitlick, 2008; Gary Parker et al., 2007; Wilcock & DeTemple, 2005). Both findings may be correct, depending on whether the armor is static or mobile (e.g. Mao et al., 2011). Static armor forms with very limited sediment supply by winnowing of fine grains from the surface (Church et al., 1998; Hassan et al., 2006; G. Parker & Sutherland, 1990; Proffitt & Sutherland, 1983), resulting in a coarser, more structure and imbricated surface than mobile armor (Mao et al., 2011). As a result, static armor may persist through many high
flows, only breaking up and contributing to hysteresis during larger events. Mobile armor forms with a less limited sediment supply through near equal mobility of all grain sizes due to hiding effects (Parker & Klingeman, 1982; Proffitt & Sutherland, 1983). The coarse surface is maintained through exchange with the bedload and kinematic sorting of finer grains into the sub-surface (Gary Parker & Toro-Escobar, 2002; Wilcock, 2001). Mobile armor may also persist through high flows as a dynamic feature of the bed (Andrews & Erman, 1986; Clayton & Pitlick, 2008; Wilcock & DeTemple, 2005). Breakup, and contribution to hysteresis, occurs when there are insufficient coarse grains to replace those mobilized from the surface (Clayton & Pitlick, 2008; Dietrich W.E. et al., 1989; Gary Parker et al., 2007). However, whether mobile armor can also drive hysteresis before it fully breaks up remains uncertain. More certainty about armor dynamics during hydrographs is required to improve predictions of $q_s$ and make definitive links to hysteresis.

There is evidence that hydrograph form itself influences armor persistence, and thus any resulting hysteresis. Most obviously, high flows can drive armor breakup (Orrú et al., 2006; Vericat et al., 2006). Rate of change may also be important, with more gradually changing hydrographs (snowmelt driven) promoting more armor development than “flashier” hydrographs (rain driven; Hassan et al., 2006). This could be the result of differences in durations at sub-critical $\tau$. Gradual hydrographs typically have longer durations of sub-critical or lower $\tau$ than flashier events, which has been linked to more stable bed surface structure that could promote armor development or persistence (Haynes & Pender, 2007; Monteith & Pender, 2005; Ockelford & Haynes, 2013). Hydrograph rate of change can also alter $\tau$ actually applied to the bed. Shear stress can be significantly increased or decreased for a given discharge in an unsteady flow compared to the same discharge at steady-state conditions (Bombar et al., 2011; Ghimire & Deng, 2013; Shen & Diplas, 2010; Song & Graf, 1996). Predictions of $q_s$ over the duration of floods could be greatly improved by knowing which hydrograph forms promote breakup and which promote persistence.

This flume-based study was designed to provide additional insight into drivers of hysteresis in an armored, gravel bed system. The first goal was to determine if hydrograph form impacted hysteresis. We
isolated the potential influences of hydrograph form by holding constant as many characteristics as possible among runs such as peak flow and estimated $q_T$, while varying only rate of change in discharge. Other potential drivers of hysteresis were controlled for, such as asymmetric hydrographs and changes in the sediment feed rate relative to transport capacity. We also sought to determine whether armor dynamics contributed to any observed hysteresis as is often hypothesized, and how this might have varied with hydrograph form. Additional runs investigated the impacts of a reduced sediment feed rate, hydrograph repetition, and a larger peak discharge.

3.2. Methods

3.2.1. Experiments

Flume experiments were run in the flume at the University of Idaho’s Stream Lab at the Center for Ecohydraulics Research. The channel was 1 m wide with 15.3 m of mobile sediment and a 9.25 m test section. Flume slope was 0.009 but the slope of the sediment bed ($S$) was free to adjust. The bed fill and the sediment feed had a log-normal grain size distribution between 2-32 mm ($D_{50}$ of 9 mm). Experiments were not scaled to a specific field site, but a general stream channel that the experiments would represent can be determined using geometric Froude scaling (Table 1; Graf, 1971; Mao, 2012; Gary Parker et al., 2003). Experimental runs consisted of four steady-state runs (SS) and seven hydrograph runs (HYD).

Table 1. Geometric Froude scaling of experiments.

<table>
<thead>
<tr>
<th>s (m/m)</th>
<th>B (m)</th>
<th>minimum Q (m$^3$/s)</th>
<th>peak Q (m$^3$/s)</th>
<th>$D_{50}$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>flume</td>
<td>0.009</td>
<td>1</td>
<td>0.132</td>
<td>0.271</td>
</tr>
<tr>
<td>1/20 reduction factor</td>
<td>0.009</td>
<td>20</td>
<td>236</td>
<td>485</td>
</tr>
<tr>
<td>1/10 reduction factor</td>
<td>0.009</td>
<td>10</td>
<td>42</td>
<td>56</td>
</tr>
</tbody>
</table>

Conditioning runs at constant $Q$ and feed rate ($q_f$) established similar beds before SS and HYD runs, and were run to dynamic equilibrium ($S$ stabilized around 0.009 and $q_s$ equal to $q_f$). The armor produced during conditioning runs was likely mobile, rather than static, because all grain sizes were mobile and we
supplied sediment, resulting in surface coarsening through kinematic sorting (G Parker & Klingeman, 1982; Wilcock, 2001). We started SS and HYD runs by slowly filling the flume from the downstream end with an auxiliary pump and the tailgate positioned high. Once the water level reached the estimated initial depth for the run we began the main flow from the upstream end, gradually increasing to the desired discharge while shutting off the auxiliary pump and adjusting the tailgate to obtain uniform flow.

SS runs were conducted prior to HYD runs so that the data collection could aid in the design of the hydrographs for HYD runs. The duration of SS runs varied (Table 2), but at minimum were long enough to collect at least four sets of data and exceed the duration we expected to run the given Q during hydrographs. SS runs helped to estimate the flow at which significant armor breakup would begin, which was the desired peak for HYD runs. In addition, the mean $q_s$ for the SS runs was used to estimate $q_T$ for HYD runs and determine durations for each time-step within HYD runs.

<table>
<thead>
<tr>
<th>run</th>
<th>total duration (min)</th>
<th>peak Q ($m^3/s$)</th>
<th>sediment feed rate (kg/s)</th>
<th>total sediment feed (kg)</th>
<th>total estimated transport capacity (kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SS158</td>
<td>278</td>
<td>0.158</td>
<td>0.014</td>
<td>239</td>
<td>239</td>
</tr>
<tr>
<td>SS196</td>
<td>127</td>
<td>0.196</td>
<td>0.022</td>
<td>168</td>
<td>168</td>
</tr>
<tr>
<td>SS233</td>
<td>213</td>
<td>0.233</td>
<td>0.033</td>
<td>426</td>
<td>426</td>
</tr>
<tr>
<td>SS271</td>
<td>108</td>
<td>0.271</td>
<td>0.045</td>
<td>293</td>
<td>293</td>
</tr>
<tr>
<td>HYD9</td>
<td>288</td>
<td>0.271</td>
<td>0.008 - 0.045</td>
<td>400</td>
<td>347</td>
</tr>
<tr>
<td>HYD43</td>
<td>300</td>
<td>0.271</td>
<td>0.008 - 0.045</td>
<td>398</td>
<td>347</td>
</tr>
<tr>
<td>HYD46</td>
<td>220</td>
<td>0.271</td>
<td>0.008 - 0.045</td>
<td>352</td>
<td>376</td>
</tr>
<tr>
<td>HYD9rf</td>
<td>288</td>
<td>0.271</td>
<td>0 - 0.011</td>
<td>96</td>
<td>347</td>
</tr>
<tr>
<td>HYD46rf</td>
<td>220</td>
<td>0.271</td>
<td>0 - 0.011</td>
<td>80</td>
<td>376</td>
</tr>
</tbody>
</table>


b. rf indicates reduced feed run with the feed rate at 25% of the original.

HYD runs used four different using four shapes (Figure 1). Each shape was first run with the original $q_f$ (HYD9, HYD43, HYD46, HYD60), then two were repeated with a 75% reduction in $q_f$ (HYD9rf and HYD46rf). In addition, HYD46rpt was an immediate repetition of the same shape used in HYD46 without resetting the bed. Hydrographs were step-wise due to limitations of the pump system and
to allow for data collection during single, discrete flows. At present, there is no single method for designing and scaling total duration or time-step duration (for stepped hydrographs) of experimental hydrographs (Lee et al., 2004). Previous experiments have generally chosen durations and shapes to suit best suit study goals (Bombar et al., 2011; Guney et al., 2013; Hassan et al., 2006; B. C. Phillips & Sutherland, 1990; Waters & Curran, 2015; Yen & Lee, 1995). For these experiments, total hydrograph duration was scaled to transport an estimated total of $350 \pm 15$ kg of bedload sediment (Table 2), based on the measured mean flux rates of the SS runs. This mass was chosen for practical reasons related to limitations of the sediment trap system, but also because it would be sufficient to scour approximately 80% of the bed surface to a depth of 16 mm, equivalent to the $D_{50}$ of the initial bed surface. The mean $q_s$ of SS runs was used to adjust the duration of individual time-steps to reach the desired total flux. The duration of peak flow, 30 min, was set to allow sufficient time for data collection and allow initiation of armor breakup.

The influence of hydrograph shape was isolated by keeping as many variables as possible constant between runs, including minimum discharge ($Q_0$), peak discharge ($Q_p$), and duration, total water volume, total sediment feed, and total estimated transport capacity ($360 \pm 15$ kg, based on the mean $q_s$ SS runs). $Q_0$ (0.132 m$^3$/s) produced minimal bedload which allowed data collection prior to significant bed adjustment. $Q_p$ in three of the four hydrographs (0.271 m$^3$/s for 30 min) was scaled to initiate armor breakup. HYD60 used a higher $Q_p$ (0.334 m$^3$/s) but shorter duration (22 min) to keep the estimated transport capacity of peak the same among all hydrographs. Experimental design also removed several potential drivers of hysteresis. Symmetrical hydrographs ensured hysteresis would not result from differences in the bedload transport capacity of the rising and falling limbs. In addition, $q_f$ was held at a constant percentage of estimated $q_s$ to minimize hysteresis driven by changes in the ratio of sediment supply to transport capacity.
Figure 1. The four different hydrograph forms used in experiments.

The original and reduced $q_F$ values were 12% and 3%, respectively, of the estimated flux rate based on the equation of Parker (1990) and the grain size distribution of the feed sediment. We chose to feed sediment below the estimated transport capacity because armored, gravel-bed rivers are often supply limited and these feed rates were selected after observing the flux for a variety of flows. This feed rate was selected by testing a range of feed rates and observing that they did not exceed the transport capacity, indicated by sediment accumulating where it was fed into the flume and increasing $S$. The range of discharges tested was approximately 0.177-0.233 m$^3$/s. However, for SS158, total sediment feed greatly exceeded total sediment flux, indicating that $q_F$ was too high. However, we did not reduce $q_F$ for flows $\leq 0.158$ m$^3$/s during HYD runs. First, we wanted to keep $q_F$ the same for SS and HYD runs for the purposes of comparing results (not discussed in this paper). Second, though $q_F$ was too high, the total feed for discharges $\leq 0.158$ m$^3$/s was only a small percentage of the total feed for the runs.

3.2.2. Data collection

Bedload flux was measured continuously through runs. Samples for bed surface grain size distributions and armor ratios were collected before ($n = 4$) and after runs ($n = 5$ to 7) in 20x20 cm areas in the test section, with the surface and sub-surface collected and analyzed separately. Pre-run samples were placed back into the bed before starting the run. Sonar scans consisted of 19 cross-sections, and were done 1-3 times per time-step (depending on time-step duration). We estimated loss of the original
armor surface, \( A \), from the sonar scans by comparing elevation changes relative to the first sonar scan. The threshold for \( A \) was -20 mm, which was similar to the D\(_{90}\) of the original bed surface. We also estimated total armor loss, \( A_T \), of a run by lightly spray-painting the original bed surface in three 1 m long sections and excavating them at the end of the run. Photos of the bed surface (taken through a clear sheet of plastic placed on the water surface) were taken after sonar scans within six cross-sections over the spray-painted areas. The resulting images were used to examine changes in the bed-surface grain size distribution through runs and the orientation of the longest axes of particles on the surface.

To estimate the bed surface grain size distribution for a given time-step, one photo was selected from selected from six cross-sections spread through the test section. Preference was given to photos closer to the middle of the channel to avoid effects of the flume walls, but image quality also dictated photo selection. Scale was determined for each photo from the scale bar placed within the image, then the images were cropped to an area 25x25 cm and overlain with a 2 cm grid. The b-axis of grains beneath grid vertices was determined as best as possible and measured. Grains were not counted twice if they sat under more than one intersection. This resulted in 752-832 grains measured per time-step. The resulting grain size distributions are not calibrated to samples taken from the bed but can be compared among themselves.

Photos were also used to examine the orientations of grain a-axes on the bed surface. For each time-step analyzed, three photos were selected from cross-sections spread through the test section. Again, preference was given to grains near the middle of the channel to avoid effects of the flume walls. Scale was determined, and images were cropped to 30x25 cm then overlain with a 5 cm grid. Rather than measure at grid vertices, we measured grains overlain by the horizontal lines, and only measured the angles for grains for which the a-axis was clearly discernible. This removed some uncertainty due to incorrectly identifying the a-axis. For each time-step, the angles of 321-364 grains were measured.

3.2.3. Modeling shear stress

The effects of the hydrographs on the variability in space and time in flow were analyzed using the one-dimensional unsteady shallow water or Saint-Venant equations. These set of equations describe
the conservation of mass and linear momentum in open-channel flow. In conservative form the system of partial differential equations is:

\[
\frac{\partial W}{\partial t} + \frac{\partial F(W)}{\partial x} = G(W, x) \tag{Eq. 1}
\]

where \(x\) and \(t\) are the space and time domain, respectively. The vector \(W\) and the functions \(F\) and \(G\) are defined according to:

\[
W = \begin{pmatrix} A \\ Q \end{pmatrix} \tag{Eq. 2}
\]

\[
F = \begin{pmatrix} Q \\ \frac{Q^2}{A} + gI_1 \end{pmatrix} \tag{Eq. 3}
\]

\[
G = \begin{pmatrix} 0 \\ gI_2 + gA(S_0 - S_f) \end{pmatrix} \tag{Eq. 4}
\]

where \(A\) is the wetted cross-sectional area, \(Q\) the discharge, \(S_0\) and \(S_f\) the bed and energy slope, respectively, and \(g\) the acceleration due to the gravity. The terms \(I_1\) and \(I_2\) account for the hydrostatic pressure force and pressure forces induced by variations in longitudinal width. In our case, we simplified \(I_2 = 0\) because the flume had a uniform width. Considering that our experiments were conducted in a 1 m wide channel equations 2 to 4 can be re-written as:

\[
W = \begin{pmatrix} h \\ q \end{pmatrix} \tag{Eq. 5}
\]
\[ F = \left( \frac{q}{\frac{q^2}{h} + \frac{1}{2} gh^2} \right) \]  
\[ G = \left( \begin{array}{c} 0 \\ gh(S_0 - S_f) \end{array} \right) \]

where \( h \) and \( q \) are the section-averaged flow depth and unit discharge, respectively. The system of equations is solved using the flux-difference-splitting scheme of Van Leer (1982). The local energy slope is estimated using the Manning’s equation where the roughness coefficient can vary as a function of discharge and space. Once flow conditions (i.e. \( h \) and \( q \)) are obtained for a complete hydrograph we estimated the spatially distributed shear stress (\( \tau \)) using:

\[ \tau = \rho g R h S_f \]

where \( \rho \) is the water density and \( R_h \) is the hydraulics ratio. We explored the contribution of each term that controls \( \tau \) by expanding Eq 8 using

\[ \tau_u = \rho g R_h \left( S_0 - \frac{\partial h}{\partial x} - \frac{u \partial u}{g \partial x} - \frac{1}{g \partial t} \right) \]

where \( u = q/h \) is the section-averaged flow velocity.

This model was used to investigate the impacts of unsteady flow during transitional periods between time-steps of hydrographs were for runs HYD9, HYD43, HYD46, and HYD60. Transitions were modeling using both the measured bed topography and a flat bed. First, the transitions were modeled using the measured centerline, which consisted of bed elevations from 19 cross-sections through the test-section. Because of the sparse data, the measured beds had abrupt transitions that were not realistic and
resulted in unrealistic spikes in estimated $\tau_u$. Second, the transitions were modeled as a flat bed with the $S$ measured for the time-step at the start of the transition. Because of the unrealistic results using the real bed topography, we relied on findings from the flat-bed cases.

3.3. Results

3.3.1. Drivers of hysteresis

The majority of hydrographs resulted in CCW hysteresis (Figure 2b), while HYD9 and HYD9rf resulted in figure-eight patterns (Figure 2a). Previous flume studies have also documented CCW hysteresis for an armored bed (e.g. Gucan et al., 2013). To compare hysteresis among runs, we quantified the degree using the ratio $q_{pf}/q_r$, in which $q_{pf}$ is the mean bedload flux rate of the peak and falling limb combined and $q_r$ is the mean flux rate of the rising limb. We combined peak and falling limb data for two key reasons. First, some data collection, like sonar scans, occurred only once during peak. Second, we also noted that most rising limb bed responses were very similar (armor loss, flux rates, net deposition or scour), with significant differences generally beginning at peak and into the falling limbs.

Figure 2. Examples of typical bedload hysteresis observed in HYD experiments. HYD9 and HYD9rf produced figure-eight hysteresis, with CW hysteresis for lower flows, and CCW hysteresis for higher flows. All other runs resulted in CCW hysteresis.
Figure 3. The observed bedload hysteresis, and the degree of hysteresis quantified as \( \frac{q_{pf}}{q_r} \), showed poor relationships with (a) changes in \( S \) from rising to falling limbs (b) net sediment deposition during rising limbs, (c) fining of the bed surface, or (d) net changes in fine (2-5.6 mm, black circles), medium (5.6-16 mm, white circles), or coarse (16-31.5 mm) grain size classes.

We were able to rule out several potential drivers of the observed hysteresis patterns and degree of hysteresis \( \left( \frac{q_{pf}}{q_r} \right) \), including bedforms, changes in \( S \), sediment supply, and bed surface grain sizes. Bedforms could not explain hysteresis because they were never observed during experiments, nor were they visible in the sonar scans. Changes in \( S \) were also ruled out because CCW hysteresis would likely require steeper \( S \) during falling limbs, but the opposite was true for most runs. In addition, the relationship between the ratio of mean peak and falling limb slope to mean rising limb slope \( \left( \frac{S_{pf}}{S_r} \right) \) and \( \frac{q_{pf}}{q_r} \) is poor (Figure 3a). Incoming sediment supply could not have produced the CCW hysteresis because \( q_f \) was the same for a given flow on both limbs. Changes in sediment stored on the bed during the rising limb (total feed – total flux) also did not explain \( \frac{q_{pf}}{q_r} \) (Figure 3b). We also considered changes in specific grain size classes (2-5.6, 5.6-16, and 16-31.5 mm) stored on the bed during the rising limb, estimating volumetric change using the known masses and grain size distributions of the sediment feed and samples of the
bedload flux. None of the three size classes appear to be driving $\frac{q_p}{q_r}$ (Figure 3d). Further, repeat photos of the bed surface did not show significant changes in any size class or fining of the bed before peak (Figure 3c) in all but one run, HYD46rf (Kolmogorov-Smirnov test, $\alpha=0.05$), which produced surface fining pre-peak. Overall, the relationship between changes in bed surface grain sizes and $\frac{q_p}{q_r}$ is weak.

Modeling indicated that the unsteady flow during transitions did not have a significant impact on $\tau$ as flow increased or decreased. A comparison of mean $\tau_s$ and mean $\tau_u$ through the transitions shows that accounting for the unsteady components of $\tau$ results in, at the very most, a difference of about 2.5% (Figure 4). The magnitude and duration of this difference is likely within the uncertainty of the estimates of shear stress, and was not enough to significantly impact the bed surface structure or $q_s$.

![Figure 4. Two examples from modeling $\tau_u$ during transitions in flow. The ratio $\frac{\tau_u}{\tau_0}$ uses the mean values for the test-section.](image)

The most likely driver of the observed hysteresis was $A$. Sonar derived estimates showed $A_T$ was 3-24% of the bed area. Estimates of $A_T$ from painted cross-sections were higher but relative losses among runs were consistent with sonar derived estimates, supporting use of repeat sonar scans to estimate $A_T$.

There are several reasons why $A_T$ estimates from sonar scans and those from the painted cross-sections are significantly. First, the threshold used to estimate armor loss from sonar scans was large, similar to the D90 of the original bed surface. This ensured we only included significant armor disruption, but also
likely excluded some losses. Further, armor disruption can be quickly obscured by new deposition which also suggests that sonar based estimates do not capture all losses. Third, it is likely that the sediment spray-painted on the bed surface was not all incorporated into the armor surface. Some portion was bedload that deposited when the preceding EQ run was stopped. If these grains could be excluded, it would lower estimates of $A_T$ based on the painted areas.

For all runs, $A$ was greater during the combined peak and falling limb than rising limb. To quantify the timing of $A$ we used the ratio of peak and falling limb $A$ relative to rising limb loss, $\frac{A_{pf}}{A_r}$, much like the ratio for hysteresis. When $\frac{q_{pf}}{q_r}$ is plotted as a function of $\frac{A_{pf}}{A_r}$, all runs collapse into a single relationship (Figure 5a). This indicates that regardless of peak flow or the sediment feed rate, greater $A$ during peak and falling limbs resulted in increased $q_s$, producing CCW hysteresis. Further, $A$ was not only driving hysteresis but how pronounced the hysteresis was as $\frac{q_{pf}}{q_r}$ increased with $\frac{A_{pf}}{A_r}$.

The relationship between $\frac{q_{pf}}{q_r}$ and $\frac{A_{pf}}{A_r}$ seen in Figure 5a does not result from plotting two different measures of bedload flux because $A$ can be differentiated from scour. First, $A$ required a minimum of -20 mm in elevation change, while any threshold for general scour should be much lower. Second, $A$ was estimated relative to the original bed surface, while scour would be estimated relative to the surface of the previous time-step. Third, $A$ could occur only once per location, but scour could occur repeatedly in the same place. As a result, it is possible to have significant scour for a given time-step, but minimal disturbance of the original armor. This becomes more evident when plotting all estimates of $A$ as a function of scour for the same time-step (Figure 5c). We also plotted $\frac{q_{pf}}{q_r}$ as a function of peak and falling limb scour relative to rising limb scour ($\frac{\Delta e_{pf}}{\Delta e_r}$; Figure 5b). The threshold for scour was -5 mm, with $\Delta e$ estimated relative to the bed of the previous time-step. The plot suggests some relationship between $\frac{\Delta e_{pf}}{\Delta e_r}$ and $\frac{q_{pf}}{q_r}$, but $\frac{A_{pf}}{A_r}$ still provides a stronger explanation for hysteresis.
Figure 5. (a) Hysteresis, $\frac{q_{pf}}{q_r}$, plotted as a function of the ratio of peak and falling limb armor loss to rising limb armor loss, $\frac{A_{pf}}{A_r}$. The relationship provides strong evidence for armor loss as the driver of hysteresis. (b) Hysteresis, $\frac{q_{pf}}{q_r}$, plotted as a function of the ratio of peak and falling limb scour to rising limb scour, $\frac{\Delta e_{pf}}{\Delta e_r}$. (c) Estimated scour, $\Delta e$, plotted with the estimated armor loss, $A$, for all time-steps of HYD runs, indicating that significant scour does not always correspond with significant armor loss.

3.3.2. Drivers of armor loss

If $A$ drove hysteresis, what drove differences in $A$? Similar to $\frac{q_{pf}}{q_r}$, we were able to rule out changes in $S$, bed surface grain size distributions, pre-peak volumetric change, and net change in specific
grain size fractions as drivers of $\frac{A_{pf}}{A_{r}}$ (Figure 6). However, results supported rising limb changes in bed surface structure as the driver of $\frac{A_{pf}}{A_{r}}$. We examined differences in rising limb bed structure indirectly because the coverage and resolution of sonar scans was insufficient to quantify bed structure. Indirect indicators of bed surface structure included porosity (inversely related to packing) and grain a-axis orientation.

Figure 6. The differences in rising and falling limb armor losses, $\frac{A_{pf}}{A_{r}}$, were not driven by (a) changes in $S$ from rising to falling limbs (b) net sediment deposition during rising limbs, (c) fining of the bed surface, or (d) net changes in fine (2-5.6 mm, black circles), medium (5.6-16 mm, white circles), or coarse (16-31.5 mm) grain size classes.

The pre-peak porosity of rising limb deposits, $\phi_{pp}$ (runs HYD9, HYD43, HYD46, and HYD60 only) was estimated using the mean elevation change from sonar scans and known mass of retained sediment. This assumes relatively uniform deposition over the bed, which was supported by sonar scans. The resulting estimates of $\phi_{pp}$ (0.49-0.67) are on the high end of field measurements for gravel deposits but still provide a proxy for comparison. Though we only have four runs to compare, higher $\phi_{pp}$ (lower
packing) was associated with greater $A_{pf}$ (Figure 7a). In addition, greater $\phi_{pp}$ resulted in more pronounced CCW hysteresis (Figure 7a).

![Graphs showing armor loss and hysteresis](image)

**Figure 7.** (a) Armor loss as $\frac{A_{pf}}{A_r}$ and hysteresis $\frac{q_{pf}}{q_r}$ plotted as a functions of the porosity of pre-peak deposition, $\phi_{pp}$. Only four runs had net deposition prior to peak (HYD9, HYD43, HYD46, and HYD60). The black and dark gray diamonds (HYD60) are $\frac{A_{pf}}{A_r}$, and the white and light gray (HYD60) diamonds are $\frac{q_{pf}}{q_r}$. (b) Peak and falling limb armor loss, $A_{pf}$, as a function of the percentage of surface grains with $a$-axes aligned in the direction of the flow, $\omega_{pp}$. Black diamonds are runs at the original feed rate, circles are runs at the reduced feed rate, and the x is the higher peak run, HYD60. (c) Pre-peak bed porosity, $\omega_{pp}$, as a function of the change in grain $a$-axes aligned with the flow from the first time-step to just before peak ($\omega_{pp} - \omega_{ts1}$).

The orientation of grain $a$-axes can indicate the degree of bed surface organization, with flow parallel orientations indicative of more structured beds (Powell et al., 2016). In these experiments, we found that beds with more grains in flow parallel orientations (90±10°; see supplemental) just before peak...
flow, $\omega_{pp}$, were associated with less $A_{pf}$ (Figure 7b). This suggests that beds with more $\omega_{pp}$ were indeed structured in a way that reduced sediment mobility. This is further supported by the increase of $\omega_{pp}$ with decreasing $\phi_{pp}$ (Figure 7c).

3.3.3. Impact of hydrograph form on bed structure

A variety of parameters have been previously used to quantify the unsteadiness of flows and predict sediment transport (Bombar et al., 2011; Lee et al., 2004; DE SUTTER et al., 2001). We tested the flow work parameter and unsteadiness parameters of Lee et al. (2004), De Sutter et al. (2001), Bombar et al. (2011), and Waters and Curran (2015) as predictors of changes in bed structure as seen in $\phi_{pp}$, and $\omega_{pp}$, but none performed satisfactorily. We tested additional, simpler hydrograph characteristics such as mean rates of change in discharge, increase in flow to peak, and durations of low and high flows. The ratio between low and high flow durations of the rising limb, $\frac{Q_L}{Q_H}$, proved to be the best predictor of both $\phi_{pp}$, and $\omega_{pp}$ (Figure 8). $Q_L$ was $\leq 0.175$ m$^3$/s because higher flows exceeded the estimated critical $\tau$ for the $D_{84}$ of the initial bed surface, and $q_s$ increased significantly above 0.175 m$^3$/s in both SS and HYD runs. As $\frac{Q_L}{Q_H}$ increased, $\phi_{pp}$ decreased and $\omega_{pp}$ increased. This suggests that though the $\tau$ applied by $Q_L$ did not significantly mobilize the bed, it resulted in smaller movements of grains that produced a more stable bed surface structure.

![Figure 8. The ratio of rising limb low flow duration to high flow duration was a significant driver of bed structural changes. (a) change in grain $a$-axes aligned with the flow from the first time-step to just before peak ($\omega_{pp}$ vs $\omega_{t1}$).](image)
3.4. Discussion

3.4.1. Hysteresis driven by armor loss

Previous work has inferred that armor loss can drive bedload hysteresis (e.g. Kuhnle, 1992; Milhous & Klingeman, 1971) because exposure of the finer sub-surface increases \( q_s \) (Ashworth & Ferguson, 1989; Bathurst, 2007; Beschta, 1967; Emmett, 1976; Jackson & Beschta, 1982; R. T. Milhous, 1973; Ryan et al., 2002; Vericat et al., 2006). However, this inference is typically based on examination of armor after a hydrograph, with no knowledge of the timing of \( A \) and whether it coincided with increasing \( q_s \). We are unaware of previous studies that have quantified \( A \) throughout a hydrograph. Doing so in this experiment allowed us to connect \( A \) to the observed hysteresis, showing that \( A_{pf} \) was greater than \( A \), as would be expected for CCW hysteresis (Figure 5a).

3.4.2. Stress history

The influence of antecedent flow or \( \tau \) on a bed is often referred to as the stress history. Previous investigations of the stress history have shown that bed stability increases with the duration of low \( \tau \). On the grain scale, stabilization results from imbrication and flow parallel alignment of a-axes (Curran & Waters, 2014; Haynes & Pender, 2007; Ockelford & Haynes, 2013; Reid et al., 1985). On larger scales, prolonged low \( \tau \) can produce vertical settlement and general consolidation (Ockelford & Haynes, 2013).

While these previous findings are the result of single, steady flows, they still provide support for the observation in this study that longer \( Q_L \) duration relative to \( Q_H \) during rising limbs resulted in greater packing (lower porosity; Figure 8b) and increased grain stability (a-axis alignments; Figure 8a).

Less is known about the impacts of changing \( \tau \) during unsteady flows on bed surface structure, and if the effects vary with hydrograph form. Our findings suggest that for armored, gravel bed streams, pre-peak bed stability increases with \( \frac{Q_L}{Q_H} \), which then determines the degree of \( A \) initiated by peak flow.

Previous flume experiments have also noted the influence of hydrograph form on bed structure. Hassan et al. (2006) found that more gradually changing hydrograph forms promoted armor development more than “flashier” hydrographs. Similarly, Mao (2012) documented greater packing and smoother bed surfaces...
following gradual hydrographs than after more quickly changing flows. However, the impacts of peak flow cannot be ruled out for these two experiments because both Mao (2012) and Hassan et al. (2006) varied peak flow magnitude and duration among hydrographs. Our findings indicate that hydrograph form is indeed an important influence of bed surface structure because all runs had the same magnitude and duration of peak (with the exception of HYD60).

Hydrograph driven changes to bed structure can subsequently influence resulting bedload hysteresis. For the conditions of this experiment, as $\frac{Q_L}{Q_H}$ decreased, so did bed stability, driving more pronounced CCW hysteresis (Figure 5a). Mao (2012) also linked bed structure changes to hysteresis, but in contrast to this experiment, observed CW hysteresis resulting from greater falling limb bed stability. These seemingly opposing findings might be explained by numerous differences between experiments (grain size distributions, shear stresses relative to critical etc.). However, similar work (Guney et al., 2013; Waters & Curran, 2015) suggests that differences in initial bed conditions are the most likely driver of opposing hysteresis patterns. For this study, beds were conditioned by a steady flow run to equilibrium. In contrast, Mao (2012) applied a steady flow for a set duration of four hours, which may have resulted in a comparatively less structured, stable bed surface and greater transport on rising limbs. This is supported by Waters and Curran (2015), who observed CCW or figure-eight hysteresis during hydrographs that followed steady flows run to dynamic equilibrium, but CW hysteresis for repeated hydrographs. Similarly, Guney et al. (2013) found that antecedent flows that armored the bed resulted in CCW hysteresis but antecedent flows that did armor the bed resulted in CW hysteresis.

This and previous studies indicate that improving predictions of $q_s$ during hydrographs will require consideration of the impacts of both antecedent conditions and hydrograph form. Two studies have incorporated hydrograph form by using separate reference shear stresses, $\tau_r$, for the rising and falling limbs of hydrographs (Mao, 2012; Water and Curran, 2015). Both studies found generally higher $\tau_r$ during falling than rising limbs, driving CW hysteresis in most cases. In contrast, the CCW hysteresis
we observed suggests that $\tau_r$ would likely be greater during rising limbs for this experiment. This discrepancy may be explained by differences in initial bed stability (i.e. degree of armoring, particle orientation), highlighting the need to better understand and quantify how the state of the bed surface at the start of a hydrograph impacts the direction of change in stability.

3.4.3. Applications to hydropower

Our findings regarding the impacts of hydrograph form on bedload structure (especially armor breakup) and resulting $q_s$ and hysteresis direction have a range of potential applications for hydropower. In particular, this includes informing the design of controlled floods for the desired impact on the bed surface downstream. Alteration of the natural flow regime by dam operations, combined with a reduction in incoming sediment supply, has degraded instream habitat downstream of many hydropower dams. In gravel-bed channels, this often includes significant coarsening and armoring of the bed, impacting the availability of habitat for macroinvertebrates (e.g. Gibbins et al., 2007), spawning fish (e.g. Kondolf, 2000) and even vegetation (e.g. Mahoney & Rood, 1998; Rood et al., 1995). Habitat mitigation is required in the relicensing of hydropower facilities through the Federal Energy Regulatory Commission (FERC), and increasingly this has included designing “floods” mimic key characteristics of the pre-regulation hydrograph. Examples include (1) the addition of augmentation gravels combined with spring releases to improve channel conditions for spawning fish on the Trinity River, CA and (2) the high-flow experiments on the Colorado River through the Grand Canyon aimed at restoring sand bars. Our study, along with others (e.g. Hassan et al., 2006; Waters and Curran, 2015; Mao, 2012), suggest that hydrographs can be designed to either increase or decrease bed surface stability, which in turn increases or decreases $q_s$, in order to aid in meeting restoration goals. Further, as hydrographs on both regulated and unregulated systems shift in response to climate change, our findings about the influence of hydrograph form on bedload transport processes provide insight into expected impacts. Our findings suggest that shifts to less gradually changing hydrographs may decrease bed stability. Downstream of dams this could impact habitat availability through changes in bed grain size distributions and scour. For unregulated
channels entering reservoirs, greater bedload sediment influxes could impact the lifespan of hydropower facilities.

3.5. Conclusions

Two primary findings can be drawn from this flume-based investigation of hysteresis during different hydrographs in an armored, gravel bed channel. First, we used repeat sonar scans to estimate armor loss throughout hydrographs, demonstrating that armor losses were a primary driver of hysteresis in bedload flux. This mechanism for hysteresis has long been hypothesized, but not previously documented directly. All runs had CCW or figure-eight (CCW at higher flows) hysteresis patterns, but the degree of hysteresis, quantified as \( \frac{q_p f}{q_r} \), increased as peak and falling limb armor losses were greater relative to rising limb losses, \( \frac{A_p f}{A_r} \).

The second main finding was that the amount of armor loss during peak and falling limbs was the result of bed structure and stability at the end of the rising limb, which was driven largely by hydrograph form. Hydrographs with longer low flow durations before peak resulted in greater bed surface stability than hydrographs with less time at low flow prior to peak. Bed surface structure was inferred indirectly by estimating the porosity (tighter packing) of pre-peak deposition and changes in the percentage of surface grains with their a-axes aligned with the flow direction. More stable beds prior to peak flow (lower porosity and more grains with a-axes aligned with the flow) resulted in less armor loss during peak and falling limbs than less stable beds.
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