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ABSTRACT

This paper presents a method for comparing and evaluating cavitation detection features - the first step towards estimating remaining useful life (RUL) of hydroturbine runners that are impacted by erosive cavitation. The method can be used to quickly compare features created from cavitation survey data collected on any type of hydroturbine, sensor type, sensor location, and cavitation sensitivity parameter (CSP). Although manual evaluation and knowledge of hydroturbine cavitation is still required for our feature selection method, the use of principal component analysis greatly reduces the number of plots that require evaluation. We present a case study based on a cavitation survey data collected on a Francis hydroturbine located at a hydroelectric plant and demonstrate the selection of the most advantageous sensor type, sensor location, and CSP to use on this hydroturbine for long-term monitoring of erosive cavitation. Our method provides hydroturbine operators and researchers with a clear and effective means to determine preferred sensors, sensor placements, and CSPs while also laying the groundwork for determining RUL in the future.

1. INTRODUCTION

Cavitation events in hydroturbines can lead to damage to the turbine runners and reduced remaining useful life (RUL). Current methods of detecting cavitation events and prognosticating RUL have not been successful in providing hydroturbine operators with meaningful information. Structured methods of data collection and feature selection as well as automated methods for cavitation detection, and RUL prediction are needed to provide plant operators with a clear view of hydroturbine health and RUL. The collection of useful data from hydroturbines is well established and the tool chain to calculate RUL is understood. However, feature selection and automated cavitation detection remain to be addressed. In this paper, we specifically examine feature selection in the larger context of calculating RUL.

Hydropower is the largest renewable source of electricity in the world. Many nations rely heavily on energy generated from hydraulic turbines including China, Brazil, India, France, Russia, Norway and Canada (IHA, 2015). In the United States, hydropower is the largest and most mature renewable energy source accounting for 48% of all renewable energy and 6.3% of all electrical energy generated in the United States (U.S. Energy Information Administration, 2015). In the Northwestern region of the United States, including Washington, Oregon, and Idaho, hydropower is the primary power source accounting for over half the electrical energy generated.

Like other hydraulic machinery such as pumps, ships, and valves, hydraulic turbines are susceptible to damage caused by cavitation. Cavitation is a potentially destructive and complex phenomenon involving the formation and rapid collapse of vapor bubbles in the liquid. The vapor bubbles, or cavities, form due to local pressure drops caused by sudden changes in the fluid dynamics caused by rotating blades, sharp curves or turbulence. Once formed, the cavities can gather into clouds of vapor bubbles that periodically shed portions of the cloud and violently collapse when they reach a higher pressure region in the fluid (Dular & Petkovšek, 2015). When the vapor cavities collapse, they radiate a high energy acoustic pressure wave that can lead to pit formation and aggressive material erosion in nearby surfaces.
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Despite advancements in runner design and cavitation resistant materials, damage caused by cavitation remains one of the primary causes of turbine failure (Dorj & Ghomashchi, 2014; Kumar & Saini, 2010; Bourdon, Farhat, Mossoba, & Lavigne, 1999). This problem is highlighted by recent and ongoing cavitation surveys performed by the United States Bureau of Reclamation at major hydroelectric plants in northern California and eastern Washington that have recently experienced costly cavitation damage (Bajic, 2008; Germann & DeHaan, 2013). These events highlight the need to develop prognostic methods for estimating the RUL of hydraulic turbine runners experiencing cavitation damage.

One starting point for estimating RUL is to calculate a cavitation erosion rate by comparing the amount of cavitation damage accumulated over a long period of time with the amount of time the turbine runner experienced cavitation over the same period. Turbine runners are inspected periodically and standard methods exist for evaluating cavitation damage (International Electrotechnical Commission, 2004). Many methods of turbine cavitation event detection have been developed over the last 50 years; however, these methods are not widely used in industry for a variety of reasons including: 1) only a limited subset of cavitation events can be detected, 2) too many false positives undermine confidence in the methods, 3) methods are turbine-specific and not generalizable, and 4) installing new instrumentation to detect cavitation events is overly burdensome on hydro power plant operators especially with regards to operating budgets.

When significant cavitation damage is discovered during routine turbine runner inspections at maintenance intervals, hydro power plant operators typically perform a cavitation damage survey. The survey consists of heavily instrumenting the hydroturbine and running it through a variety of operating regimes in an attempt to understand what operating conditions lead to cavitation events that can cause turbine runner damage. After the survey is completed, the information is used to develop operating guidelines to avoid operating regions where damage can occur. While this approach works to reduce damage in the short term by avoiding operating regions that can cause damage, several problems exist with the approach including: 1) cavitation damage surveys often only examine a limited range of operating conditions available during the cavitation survey such as hydrostatic head, water temperature, and interference from sister turbines within the power plant, etc. that change seasonally or year-to-year especially due to drought conditions, 2) changes to the hydroturbine and associated equipment during repair or overhaul can change the operating regions in which cavitation occurs, 3) data is not generally collected and used beyond the cavitation damage survey to determine RUL during routine operations, and 4) due to the time consuming nature of manual comparison, a limited number of cavitation detection features are typical compared which can lead to missing cavitation events and excessive false positive identification of cavitation by not using the most effective feature.

Of specific interest to this paper is determining appropriate cavitation detection features to use on a specific hydroturbine. Many cavitation detection features have been proposed in the literature and have been used with varying degrees of success in practice; however, no single cavitation detection method is appropriate for all scenarios. The three constituent components of a cavitation detection feature include: 1) sensor type, 2) sensor placement, and 3) cavitation sensitivity parameter (CSP).

1.1. Specific Contributions

In this paper, we present a method to rapidly compare cavitation detection features and select which cavitation detection features best identify when a hydroturbine runner is experiencing an erosive cavitation event. While Principal Component Analysis (PCA) and feature selection are well-understood methods of developing health monitoring for systems, to our knowledge, this is the first work to apply this approach to hydroturbines. When compared to previous research aimed at comparing sensors, sensor placement, or CSPs, (Bajic, Services, Gmbh, & Zithe, 2003; Schmidt et al., 2014) our methodology uses a more objective, statistics-based approach to the evaluation process. It is important to note here that the method presented in this paper can discriminate between erosive and non-erosive cavitation which is important in the ultimate goal of determining RUL (not addressed in this paper). An added benefit of using this method is determining the most useful and cost-effective sensors for cavitation detection. This method is an important step toward full automated cavitation detection and RUL calculation that will lead to more robust automated detection that can be relied on by operators.

2. Background

In this section, we present background information on cavitation damage in hydroturbines to demonstrate the need for a method to rapidly compare cavitation detection features for long term monitoring. A review of previous and current work that has attempted to address hydroturbine cavitation damage is provided. While efforts have been made to establish reliable RUL predictions, hydro power plant operators cannot or choose not to use existing solutions. The method we present in this paper builds upon the information presented in this section toward the eventual goal of predicting RUL.

2.1. Cavitation

Cavitation occurs when vapor bubbles, or cavities, form in a liquid due to a local decrease in pressure below the fluid vapor pressure. In hydraulic machinery, cavitation typically develops in localized areas where a flowing liquid reaches higher than intended velocities. The liquid then becomes bro-
ken at several points and vapor cavities appear taking on different shapes depending on the structure of the flow (Dular & Petkovšek, 2015). When the vapor cavities collapse, they release a large amount of energy and can be very destructive leading to material erosion on surrounding surfaces. Consequently, cavitation and cavitation erosion is one of the most pervasive problems found in hydroturbines (see Figure 1), pumps, and ship propellers.

Figure 1. Cavitation blade damage on a hydroturbine runner (courtesy of the U.S. Bureau of Reclamation)

Cavitation damage was first noted on ship propellers in the late 1800s (Thornycroft & Barnaby, 1895). By the early 1900s, material research was underway to help reduce propeller damage in ocean liners caused by cavitation (Silberrad, 1912). Soon after, Lord Rayleigh published the first theoretical model analyzing the collapse of cavitation bubbles in a liquid (Rayleigh, 1917) helping to explain the high pressure pulses emitted by the highly compressed bubble at the moment of collapse.

Since Rayleigh’s initial models, there have been ongoing efforts to understand the bubble dynamics and wear mechanism behind cavitation in greater depth (Harrison, 1952; Naude & Ellis, 1961; Benjamin & Ellis, 1966; Blake, 1987; Philipp & Lauterborn, 1998) These studies focus primarily on the dynamics and damage caused by the collapse of single bubbles near simple, flat surfaces – a situation not commonly found in hydraulic machinery.

Recent cavitation studies use experimental setups that better replicate realistic conditions of cavitation in rotating equipment (Dular, Stoffel, & Širok, 2006; van Rijssbergen, Foeth, Fitzsimmons, & Boorsma, 2012; Tan, Miorini, Keller, & Katz, 2012; Jian, Petkovšek, Houlin, Širok, & Dular, 2015; Dular & Petkovšek, 2015). These investigations have revealed previously unseen complexity including a sheet bubble structure, periodic shedding of bubble formations, and several collapse modes that lead to varying amounts of surface damage. The complex nature of cavitation leads to difficulties in generating accurate computer models for predicting cavitation erosion (Jian et al., 2015). Cavitation remains poorly characterized in complex flow environments which limits the ability to predict RUL of a hydroturbine runner using physics-based simulations.

2.2. Cavitation in Hydroturbines

Hydroturbines create energy by taking advantage of water falling between reservoirs at different elevations. The available water head and flow determine the design of the hydroturbine and play a large role in determining if cavitation will develop during turbine operation (Avellan, 2004).

Large power plants typically have Kaplan or Francis style turbines. The major difference in these two styles of turbine is in the design of their impeller-like rotor called the runner. Kaplan turbine runners are shaped like ship propellers and are used when low water head is available. Francis turbine runners are similar to Francis vane pump impellers and are used for medium to high head applications (Gordon, 2001). Both turbine types are susceptible to cavitation; however, the location and type of cavitation typically observed can vary slightly between turbine types (Escaler, Egusquiza, Farhat, Avellan, & Coussirat, 2006). Pump-turbines are becoming increasingly common and have a runner design similar to Francis turbines, but with the added advantage of being able to be run in reverse as a pump. Pump-turbines are susceptible to cavitation in either pump or turbine modes of operation (Hasmatuchi, 2012; Cencić, Hocevar, & Širok, 2014).

Important hydroturbine components are shown in Figure 2. Water flows from the inlet side of the runner into the draft tube. The amount of power produced by the hydroturbine is determined by the amount of water flowing through the impeller which is controlled by pivoting the inlet guide vanes open or closed. The area of highest concern for cavitation damage is on the blades of a turbine runner. For large turbines, the runner can be from 2 to 9 meters in diameter and is very expensive to replace or repair (“The Knowledge Stream - Detecting Cavitation to Protect and Maintain Hydraulic Turbines”, 2014).

Hydroturbines can be affected by several types of cavitation which are characterized by the operating conditions that cause cavitation to occur and the location where erosion damage appears. Cavitation types that lead to erosion damage on the runner include leading edge, traveling bubble, inter-blade vortex and tip vortex cavitation. Other types of cavitation including draft tube swirl can cause high vibration, loss of efficiency and fluctuations in power production, but typically do not lead to erosion damage (Escaler et al., 2006).

Water head at the inlet and draft tube along with flow rate
through the impeller dictate the operating conditions of a hydroturbine. Hydroturbines are designed to run free from cavitation. However, the complex nature of cavitation makes designing and constructing a turbine that is not prone to cavitation under at least some conditions very difficult. Available inlet head may also change sufficiently to lead to unexpected cavitation damage through seasonal reservoir variations or large climactic events such as drought or flood. To prevent catastrophic failure, hydroturbine runners are inspected periodically for cavitation erosion damage and repaired as necessary. When severe damage is found, a cavitation survey is performed to map out operating ranges where cavitation is occurring (Germann & DeHaan, 2013; Escaler, Ekanger, Francke, Kjeldsen, & Nielsen, 2014).

During a cavitation survey, the hydroturbine is temporarily instrumented with sensors to detect vibration and acoustic emissions of the shaft and surrounding structure as well as pressure changes in the penstock. Next, the hydroturbine is run at incrementally increasing flow rates while sensor data is collected at each operating condition. The sensor data is then analyzed to identify operating conditions where cavitation is occurring so restrictions can be placed on the operating range of the turbine. In cases where permanently installed sensors and data collection equipment is installed, the cavitation survey can also be used to establish threshold values for on-line cavitation monitoring and be a basis for monitoring the condition of the turbine runner (Jardine, Lin, & Banjevic, 2006; Escaler et al., 2014).

Cavitation surveys provide valuable information, but the operating conditions that can be observed during a cavitation survey is limited by the available inlet and draft tube head at the time of the survey. Additionally, hydroturbines often operate in parallel with other turbines and the operating points of these units can affect the survey findings. Data from a cavitation survey is only a snapshot of current operating conditions and cavitation zones rather than a long-term operating plan, though in our experience many hydroturbine operators must treat it as such.

### 2.2.1. Cavitation Detection Features for Hydroturbines

We define cavitation detection features to consist of three components including: 1) sensor type, 2) sensor placement, and 3) CSP. The process of extracting the appropriate information to monitor (feature selection) is a key component of both diagnostics and prognostics. Feature selection for cavitation monitoring on a hydraulic turbine involves choosing sensors, sensor placement, data collection equipment, and a CSP as well as considering location of the cavitation on the runner, influence of the turbine structure on the sensor signal, the number of turbines being operated, and the overall design of the hydroelectric plant. The sheer number of factors that influence cavitation feature selection for hydroturbines means a single cavitation detection feature is not necessarily applicable to multiple plants, turbines, and even operating conditions of the same turbine. In the below subsections, we discuss the three constituent components of cavitation detection features.

#### 2.2.2. Sensor Type and Sensor Placement

The most common sensors used for cavitation diagnostics are accelerometers, which produce a signal proportional to acceleration, and acoustic emission sensors, which produce a signal proportional to the amplitude of small stress waves that travel through a material. Both sensors are based on piezoelectric sensing elements and are able to record high frequency events. Accelerometers used for cavitation diagnostics typically have a linear frequency response from 3 to 40,000 Hz while the acoustic emission sensors used respond well between 40 and 400 kHz. In order to take advantage of high frequency sensors, signal recording equipment must be able to record the data at a high sampling rate – typically around 1 MHz. Butterworth filters are also commonly applied to recorded data in order to remove spurious signals and frequency content beyond the useful range of the sensor (Escaler et al., 2006; Germann & DeHaan, 2013; Cencic et al., 2014; Escaler et al., 2014).

Other sensors that are less frequently used for cavitation diagnostics include hydrophones and high frequency pressure sensors, sensitive to pressure events between 2 and 180,000 Hz, and proximity probes that measure shaft movement from 0 to 10 kHz (Rus, Dular, Sirok, Hocevar, & Kern, 2007). For the most part, proximity probes are used for detecting lower frequency cavitation events typical of draft tube swirl or non-cavitation related faults such as an unbalanced or mis-

---

1. Note that the term “cavitation survey” is used internally at the Bureau of Reclamation and is used in this paper to describe a study conducted on a hydroturbine to identify operation conditions where cavitation is likely to occur.
<table>
<thead>
<tr>
<th>Method</th>
<th>Application Examples</th>
<th>Sensor type, number, and location</th>
<th>Signal Processing and Analysis Steps</th>
<th>Cavitation Sensitivity Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Varga et al. 1969</td>
<td>Laboratory turbine and pump test rig</td>
<td>1 condenser microphone, 1 accelerometer</td>
<td>Spectrum analysis 20-40,000 Hz 1) normalized power spectra 0.2 kHz - 1 MHz across different turbine power output conditions and 2) polar modulation curve plots from each sensor</td>
<td>Relative average noise and overall acceleration</td>
</tr>
<tr>
<td>Bajic 2002</td>
<td>17 MW Francis turbine</td>
<td>20 acoustic emission sensors, 1 on each guide vane</td>
<td>1) power spectra of raw data 0-10,000 Hz and 2) power spectra of demodulated band-pass filtered data 5-10 kHz</td>
<td>Maximum signal amplitude in RMS</td>
</tr>
<tr>
<td></td>
<td>73 MW Kaplan turbine</td>
<td>5 accelerometers, 2 on the lower guide bearing and 3 on the thrust bearing</td>
<td>1) power spectra of raw data 0-10,000 Hz and 2) power spectra of demodulated band-pass filtered data 5-10 kHz</td>
<td>Maximum signal amplitude in RMS</td>
</tr>
<tr>
<td>Escaler et al. 2006</td>
<td>11 MW Francis turbine</td>
<td>3 accelerometers, 2 on the lower guide bearing, 1 on the inlet guide vane, 1 acoustic emission sensor on the lower guide bearing</td>
<td>1) power spectra of raw data 0-20,000 Hz and 2) power spectra of demodulated band-pass filtered data 15-20 kHz</td>
<td>Maximum signal amplitude in RMS</td>
</tr>
<tr>
<td></td>
<td>65 MW Francis turbine</td>
<td>3 accelerometers, 2 on the inlet guide vanes, 1 on the lower guide bearing, 1 acoustic emission sensor on the lower guide bearing</td>
<td>1) Overall RMS vibration up to 49 kHz, 2) power spectra of raw data 0-50,000 Hz, and 3) power spectra of demodulated band-pass filtered data 30-50 kHz</td>
<td>Maximum signal amplitude in RMS</td>
</tr>
<tr>
<td>Rus et al. 2007</td>
<td>Laboratory Kaplan turbine test rig</td>
<td>1 accelerometer, 1 acoustic emission sensor, and 1 hydrophone on the test rig suction tube</td>
<td>1) Power spectra of demodulated band-pass filtered data (several band-pass filter settings used)</td>
<td>Sum of the Blade Pass Modulation Level (BPML) normalized by the maximum value</td>
</tr>
<tr>
<td>Cencic, Hocevar, and Sirok 2014</td>
<td>185 MW Pump-Turbine</td>
<td>2 accelerometers, 1 on the lower bearing, 1 on the inlet guide vane, 1 acoustic emission sensor on the bearing, 1 pressure sensor on draft tube wall</td>
<td>1) normalized power spectra 2) overall RMS value of 5 different band-pass filtered frequency ranges, 3) selection of band-pass filtered value by highest coefficient of determination</td>
<td>Discharge coefficient cavitation estimator (based on band-pass RMS amplitude, water flow rate, runner discharge diameter, and rotational speed)</td>
</tr>
<tr>
<td>Escaler et al. 2015</td>
<td>26 MW Francis turbine with leading edge cavitation and draft tube swirl</td>
<td>4 accelerometers, 2 on the lower guide bearing, 1 on the guide vane, 1 on the draft tube wall, 1 acoustic emission sensor on the lower guide bearing, 1 pressure sensor on the draft tube</td>
<td>1) power spectra of raw data 0-45 kHz and 0-20,000 kHz, 2) RMS level of band-pass filtered data, 3) power spectra of demodulated band-pass filtered data</td>
<td>Power estimation of modulating frequencies</td>
</tr>
</tbody>
</table>

Table 1. Cavitation Diagnostic Methods
aligned hydroturbine shaft. A recent exception to this is the work by Pennacchi, et al. (Pennacchi, Borghesani, & Chaterton, 2015) showing the potential for cavitation detection using synchronous averaging and spectral kurtosis on low frequency proximity probe signals in a Kaplan turbine.

Typical sensor locations to monitor cavitation on hydroturbines include: 1) upper and lower turbine bearings, 2) the stem of an inlet guide vane (also called a wicket gate), and 3) the draft tube wall. In experimental setups, sensors are sometimes attached to other locations including the hydroturbine case, test stand frame, or directly to the hydroturbine shaft. Sensor placement and orientation on one of the above identified locations can significantly impact the signal response as (Schmidt et al., 2014) shows.

2.3. Diagnostic Methods

A summary of several options available to hydroturbine operators for cavitation diagnostics is shown in Table 1. To be practical for long term cavitation monitoring and RUL estimation, a diagnostic method should: 1) be effective for the turbine configuration and cavitation type, 2) produce a CSP value that correlates with cavitation erosion rates, 3) consist of sensors and hardware that are reasonable in cost and practical for installation in a power plant environment. Selecting the right diagnostic method for a given hydroturbine is difficult since no method has been shown to meet all these requirements in every situation. In addition, direct comparison of diagnostic methods in literature is rare as research instead focuses on demonstrating the efficacy of a newly proposed technique.

Bajic (Bajic, 2002) promotes the use of a multidimensional technique that he states is effective for all hydroturbines and cavitation types; however, to be implemented it requires an acoustic emission sensor be installed on every inlet guide vane stem. Hydroturbines commonly have 20 or more inlet guide vanes and installation of this number of sensors is impractical in most hydro plants. The large quantity of data produced from this number of sensors also means analysis is a time consuming process and long term collection and storage of data is cumbersome. Escaler and Rus (Escalaer et al., 2006; Rus et al., 2007; Escaler et al., 2014) show good cavitation detection results by first band-pass filtering the sensor signals, then using the power spectrum of the demodulated signal to select frequency peaks sensitive to leading edge cavitation. Escaler suggests this technique is widely applicable; however, Cencic (Cencic et al., 2014) claims the methodology is not often practical because, to be effective, the sensors must be placed in largely inaccessible locations.

Evaluation of the root mean square (RMS) amplitude of the sensor signals is the most widely used technique for cavitation diagnostics. Overall RMS calculated from raw sensor signals is sensitive to cavitation events, but also picks up unwanted contributions from other machinery faults or outside sources of noise. Two methods are suggested for reducing the effects of unwanted contributions to the sensor signals for RMS calculations: 1) apply a high-pass filter to sensor signals to remove amplitude contributions from turbine running speed and low frequency faults, and 2) apply a band-pass filter to the signals and calculate RMS amplitude from a narrow frequency range that is only sensitive to cavitation events. Some combination of high-pass and band-pass filtering is used in every cavitation diagnostic method we reviewed. Escaler et al (Escalaer et al., 2014) use a band-pass filter range of 15 to 20 kHz for accelerometers and 40 to 45 kHz for acoustic emission sensors to reduce the influence of outside noise. Cencic et al (Cencic et al., 2014) evaluated five frequency ranges for their response to cavitation over several operating conditions, and ultimately found the frequency range between 22 to 26 kHz for accelerometers and above 50 kHz for acoustic emission sensors showed the best sensitivity. Bajic (Bajic, 2002) suggests different frequency ranges can be used to detect different types of cavitation, but does not suggest that a single best frequency range can be assumed before analysis of the cavitation survey data.

2.3.1. Prognostics

Prognostics is the process of using a systems state and degradation rate to predict the health of the system at a future state (Heng, Zhang, Tan, & Mathew, 2009). Prognostic methods typically utilize historical condition monitoring data combined with either physics-based or data-driven models to predict the future trend of the condition monitoring data and estimate the remaining useful life (An, Kim, & Choi, 2013). While physics-based approaches can provide accurate future health information, adequate models of cavitation erosion in complex hydraulic environments such as hydroturbines do not exist or have not been validated outside of laboratory environments (Dular et al., 2006; Dular & Coutier-Delgosha, 2009; Jian et al., 2015). We advocate for a data-driven prognostic method to estimate turbine runner erosion rates and RUL.

Feature selection for health monitoring is used in several fields (Hamby, 1994; Moriasi et al., 2007; Malhi & Gao, 2004). Sensor data of the system being monitored is analyzed with a variety of sensitivity parameters (e.g.: maximum signal amplitude in RMS (Escalaer et al., 2006), power estimation of modulating frequencies (Escalaer et al., 2014), etc. (Varga, JJ and Sebestyen, Gy and Fay, 1969; Bajic, 2002; Rus et al., 2007; Cencic et al., 2014)). PCA is performed on the sensitivity parameters to analyze the features (T. Wang, Yu, Siegel, & Lee, 2008). The principal component scores are often then analyzed using correlation coefficients to determine the best features for a specific health monitoring application (Guyon & Elisseeff, 2003). While feature selection is well understood in certain fields and industries, it has not been developed to
Existing attempts at data-driven hydroturbine cavitation erosion prognostics or RUL prediction have not been fully successful for a variety of reasons. Francois (Francois, 2012) reports on Hydro Quebecs attempts at erosion rate estimation that have produced no published results at the time of this writing. Wolff, Jones and March (Wolff, Jones, & March, 2005) collected data between hydroturbine runner inspections in an attempt to establish an erosion rate model based on inspection reports but insufficient data has stymied this effort. Several researchers have suggested that their cavitation detection features and methodologies may possibly be used for erosion estimation or RUL prediction but these researchers have yet to demonstrate a successful implementation in a hydroturbine operating at a hydroelectric plant (Dular et al., 2006; Cencic et al., 2014; Escaler et al., 2014). To our knowledge, no one has publicly published a successful hydroturbine cavitation erosion prognostic or RUL prediction method. In addition, no research group has addressed cavitation detection feature selection, instead choosing a cavitation detection feature a priori for their studies. To date, no one has attempted to address feature selection for cavitation detection in a repeatable, objective approach appropriate for hydroturbines. The method presented in this paper attempts to provide a repeatable, structured approach for comparing and selecting cavitation detection features for hydroturbines.

3. METHODOLOGY

This section presents a method for determining the best cavitation detection feature(s) for a hydroturbine that experiences cavitation damage. The method is broken into three parts including: 1) Data Preparation, 2) Feature Analysis, and 3) Feature Selection. Within each part, several steps are presented that guide the practitioner through down-selecting from all of the possible cavitation detection features to the few that: 1) provide the best sensitivity to erosive cavitation, 2) the least false alarms, and 3) the most practical to implement given specific hydro plant and hydroturbine configuration. Figure 3 graphically shows the method.

3.1. Data Preparation

Data preparation is comprised of three steps that take place after a cavitation survey has been performed: 1) CSPs are calculated, 2) CSPs are organized into columns of a feature matrix, and 3) the columns of the feature matrix are normalized. The focus of this method is not on cavitation survey data collection techniques; further information can be found in (E scalar et al., 2006; Rus et al., 2007).

Step 1: Calculate Cavitation Sensitivity Parameters:

In this step, data are collected from the cavitation survey including sensor types, sensor placements, and operating con-
ditions; matched with diagnostic methods found in Table 1; split into CSPs specific to each potential combination of the above listed variables, and then CSPs are calculated to feed into the matrix developed in Step 2. Most CSPs listed in Table 1 can be used with any combination of sensor type and sensor location. For instance, a cavitation survey that uses accelerometers located on the lower guide bearing and inlet guide vanes could use overall RMS levels (Varga, JJ and Sebestyen, Gy and Fay, 1969), band-pass filtered RMS levels (Cencic et al., 2014), and power estimates of modulating frequencies (Escaler et al., 2014) for CSP values. It is important to note that in order for the columns of the feature matrix to have the same length, the same quantity of CSP values must be calculated for each running condition where a running condition is defined as the specific hydroturbine power; matched with diagnostic methods found in Table 1; split into CSPs specific to each potential combination of the above listed variables, and then CSPs are calculated to feed into the matrix developed in Step 2. Most CSPs listed in Table 1 can be used with any combination of sensor type and sensor location. For instance, a cavitation survey that uses accelerometers located on the lower guide bearing and inlet guide vanes could use overall RMS levels (Varga, JJ and Sebestyen, Gy and Fay, 1969), band-pass filtered RMS levels (Cencic et al., 2014), and power estimates of modulating frequencies (Escaler et al., 2014) for CSP values. It is important to note that in order for the columns of the feature matrix to have the same length, the same quantity of CSP values must be calculated for each running condition where a running condition is defined as the specific hydroturbine power output (usually denoted in Megawatts (MW))\(^2\). However, different operating conditions can have different quantities of CSP values, if desired. If using this method to evaluate experimental features, our recommendation is to include at least one commonly accepted sensor type, location, and CSP value – preferably a combination listed in Table 1 - to ensure useful comparative results. A rigorous feature selection process, the primary goal of this method, requires as many features as are practical to compare. For example, in the case study presented in the next section, we demonstrate the method using 61 features derived from 6 unique CSPs and 17 unique operating conditions. Note that the data we have observed from hydroturbines seldom has a Gaussian distribution. However, we consider PCA performed later in this paper in the same manner as Jolliffe who states "PCA is a mainly descriptive technique... many of the properties and applications of PCA and related techniques... have no need for explicit distributional assumptions" (Jolliffe, 2002).

**Step 2: Form the Cavitation Feature Matrix from the Cavitation Sensitivity Parameters:**

Each combination of sensor type, sensor location and CSP value (identified in Step 1) is a unique feature that will be evaluated. In this step, we combine these features into a matrix with a format conducive to the mathematical methods we use for feature analysis and selection in later steps. Features are first organized by grouping CSP values from the same operating condition (in most cases, operating condition refers to hydroturbine power output, but it could also include other variables such as head, efficiency, or number of concurrently running hydroturbines), and then creating a column vector, \( f \) (note that a bold typeface indicates a vector or matrix), by concatenating the groups by increasing power output. In this way, the data can be viewed and manipulated in the operating domain of the turbine instead of in the time domain. The features are then combined into a cavitation feature matrix, \( F \), where each feature becomes a vertical column of block matrices:

\[
\begin{bmatrix}
  f_{1,1} & \ldots & f_{1,n} \\
  \vdots & \ddots & \vdots \\
  f_{c,1} & \ldots & f_{c,n}
\end{bmatrix}
\quad \text{Condition 1}
\]

\[
\begin{bmatrix}
  f_{c+1,1} & \ldots & f_{c+1,n} \\
  \vdots & \ddots & \vdots \\
  f_{2c,1} & \ldots & f_{2c,n}
\end{bmatrix}
\quad \text{Condition 2}
\]

\[
\begin{bmatrix}
  f_{(s-1)c+1,1} & \ldots & f_{(s-1)c+1,n} \\
  \vdots & \ddots & \vdots \\
  f_{2sc,1} & \ldots & f_{2sc,n}
\end{bmatrix}
\quad \text{Condition 3}
\]

The column vectors of each block \( f_{1, \ldots, n} \) contain the values of the features calculated from the different operating conditions of the turbine. The number of columns, \( n \), is determined by the number of features being compared. The number of rows in each block, \( c \), is determined by how many feature values are calculated for each operating condition. The number of data blocks, \( s \), is determined by the number of operating conditions the turbine is run under during the cavitation survey. In this way, a column vector spanning all of the blocks contains feature values ranging across all of the operating conditions the hydroturbine experienced during the cavitation study.

**Step 3: Normalize the Columns of the Cavitation Feature Matrix:**

In the third step we normalize the columns of the feature matrix. Normalization allows CSP values with different amplitude scales and units to be directly compared without higher magnitude CSPs being given undue weighting. CSPs in the feature matrix can have different units depending on sensor type and the method used to calculate the parameter.

We use the z-score (sometimes referred to as the standard score) transformation (Holick, 2013) to normalize the columns of the feature matrix. The importance of normalization when comparing data is discussed in detail by Keogh and Kasetty (Keogh & Kasetty, 2002) and is common in multivariate statistical analysis (Milligan & Cooper, 1988; Jolliffe, 2002; Berkhin, 2006; Shalabi, Shaaban, & Kasasbeh, 2006; Shalabi et al., 2006; C. M. Wang & Huang, 2009) as well as machinery diagnostics and prognostics (Saxena, Celaya, Saha, Saha, & Goebel, 2009; Khelf, Laouar, Bouchelaghem, Rémond, & Saad, 2013; Ramasso & Saxena, 2014; Kan, Tan, & Mathew, 2015). Z-score normalization linearly transforms the data to have a mean of zero and a variance of 1. The new normalized\(^2\)Note that while the vast majority of cavitation surveys are conducted over the same underlying operating conditions (e.g. hydrostatic head, water temperature, turbidity, other turbines active at the plant, etc.), it is possible to conduct a cavitation survey that varies more than the hydroturbine power output. In this case, multiple running conditions for each power output exist and each is treated as an individual operating condition.
value has no units and is a measure of the distance, in standard deviations, from the mean of the data. We recommend Z-score normalization be applied to each column independently using Equation 2 where $f$ is the CSP value, $f'$ is the normalized CSP value, $\mu$ is the column mean, and $\sigma$ is the column standard deviation.

$$f' = \frac{f - \mu}{\sigma}$$  \hspace{1cm} (2)

For the remainder of the feature selection process, unless otherwise noted, the normalized features ($f'$) are used.

### 3.2. Feature Analysis

Feature analysis consists of the following steps: 4) Perform Principal Component Analysis on the feature matrix, and 5) analyze the principal component scores to select the mode of variance that is best related to erosive cavitation.

**Step 4: Perform Principal Component Analysis of the Cavitation Feature Matrix:**

In Step 4, we find the underlying modes of variance within the features in the running condition domain by applying PCA to the feature matrix. One of the modes of variance will be related to erosive cavitation and will be used during the feature selection steps to find the best sensor type, sensor location and CSP for long term cavitation monitoring.

PCA as described by (Jolliffe, 2002) is one of the most important and popular methods in multivariate analysis for reducing the dimensionality of data (van der Maaten, Postma, & van den Herik, 2009). Reducing dimensions when dealing with large data sets is helpful for both finding simplified structure within the data and removing variables or features that do not contribute significantly to patterns in the data (Shlens, 2014). PCA is commonly used in condition monitoring for data exploration and feature selection in diagnostics and prognostics (Baydar, Chen, Ball, & Kruger, 2001; Jardine et al., 2006; Si, Wang, Hu, & Zhou, 2011; Ramasso & Saxena, 2014; Kim, Uluyol, Parthasarathy, & Mylaraswamy, 2012). The difference between our use of PCA and a more traditional use of PCA is that we use it as a tool for graphically describing and analyzing variance modes that relate to bulk analysis of physical phenomenon. Some limitations of PCA must be recognized by the hydroturbine practitioner including the fact that PCA only considers orthogonal transformations, and dimensional reduction is only applicable to correlated data.

PCA looks to re-express a data set into as few variables as possible while keeping the variance of the original data. The output of PCA is a new orthogonal basis matrix, $P$, consisting of orthogonal row vectors referred to as the Principal Component (PC) s of the original data, $p_1, \ldots, p_m$. The first PC, $p_1$, is the direction in the new basis that accounts for the most variance while the second PC is the orthogonal direction that accounts for the next most variance and so on for the remaining PCs.

In Step 4, we perform PCA on the correlation matrix of $F$ to obtain $P$. $F$ is transformed by $P$ to produce a new representation of the original data, $Y$. The column vectors of $Y$ are the principal component scores and are interpreted as the modes of variance of the feature matrix. Each of the PC score vectors in $Y$ is then plotted to view the mode of variance for each principal component. The transformation is expressed as:

$$P \ast F = Y$$  \hspace{1cm} (3)

**Step 5: Analyze Principal Component Scores and Select the Mode of Variance Related to Cavitation Erosion:**

In the final feature analysis step, we view the feature scores in the running condition domain and identify the modes of variance that only represent erosive cavitation. Step 5 is needed because cavitation features pick up disturbances or events in the hydroturbine not related to erosive cavitation. These events may be related to non-erosive cavitation, bearing faults, and noise, and will vary with hydroturbine running condition in a different way than erosive cavitation. Since events other than erosive cavitation have mode of variance that are different, they will be represented by one or several principal component scores from Step 4. Selecting only the principle component scores related to erosive cavitation in Step 5 allows us to rank the features based on correlation in Step 6.

PCA on the feature matrix produces the same number of PCs and PC scores as there are columns in the feature matrix. Analyzing all the principal scores is a time consuming process; however, applying PCA shifts a majority of the important information, in terms of variance, into the first few PCs, allowing the remaining PCs to be discarded. Despite knowing that only a few PC scores need to be retained, there is no straight-forward test such as a scree plot to determine the PCs to retain. It should be noted that occasionally the PCs with smaller variance do contain useful information and in such cases should not be discarded. Further information is provided by Jolliffe for specific cases where this may apply (Jolliffe, 1982).

When mining large data sets where little information is known about the data a priori, selecting the correct number of PCs that truly represent the data is a difficult task and is explored by (Minka, 2008) as well as (Gavish & Donoho, 2013). In addition, (Jolliffe, 2002) discusses PC selection techniques specific to time-series data similar to the feature matrix we use in this method. The task of Step 5 is not to try and fully represent the data in the feature matrix, but rather choose the data of interest for detecting erosive cavitation. When PC se-
lection is looked at in this light, two points about the nature of the data in the cavitation matrix provide insight into picking a selection process:

1. As suggested by (Preisendorfer, Rudolph W and Mobley, 1988) important PCs from time-series data will contain clear patterns when treated as time series themselves. Similarly, when PC scores from the cavitation feature matrix are plotted in the running condition domain, they show clear patterns that can be interpreted by an analyst knowledgeable about hydroturbine cavitation.

2. In our methodology, the cavitation matrix is built using features expected to be sensitive to erosive cavitation. Forming the matrix in this way builds a bias in the variability of the matrix that promotes erosive cavitation related PCs. This built in bias ensures that even when a large number of features are evaluated, only a handful of PCs will be of significance and require analysis. Because the cavitation feature matrix has both attributes, the PC scores can be analyzed in order of decreasing overall variance until the PC relating to cavitation is found. A simple, subjective method for selecting the number of principal components to keep, such as a scree graph (Cattell, 1966; Jolliffe, 2002), should still be used to confirm Point 2 above; however, we recommend comparing the features using two statistical measurements before relying on subjective judgement. In Step 6, the correlation coefficients between the PC scores selected in Step 5 and the columns of the feature matrix are calculated. In Step 7, feature variability is compared using the estimated standard deviation at the features minimum and maximum values. The final subjective evaluation is conducted in Step 8 where features are yet again down selected based on practical considerations for long term cavitation detection.

Calculate and Compare Correlation Coefficients:
Once the principal components that represent erosive cavitation are selected (Step 5), the first feature selection step is to calculate the sample correlation coefficients between the columns of the normalized feature matrix $f_1, \ldots, f_n$ and the columns of the PC scores $y_1, \ldots, y_n$ related to the PCs selected in Step 5. The values of the correlation coefficients are then used as a basis for removing features that are not sensitive to erosive cavitation (Al-Kandari & Jolliffe, 2005).

Sample correlation coefficients are a statistical measure of linear dependence between two population samples (Faber, 2012). For our methodology, the population samples are the cavitation features and the PC scores. The correlation coefficients between these two populations are designated as $r_{yf}$ and are calculated by applying z-score normalization to the principal component scores, then calculating the normalized covariance between the score vectors and each column of the feature matrix:

![Figure 4. Example of principal component scores plotted versus hydroturbine running conditions.](image.png)

3. **Feature Selection**

The goal of the feature selection process is to pick the best long term cavitation detection feature for an individual hydroturbine. There is no definitive way to measure best; however, we recommend comparing the features using two statistical measurements before relying on subjective judgement. In Step 6, the correlation coefficients between the PC scores selected in Step 5 and the columns of the feature matrix are calculated. In Step 7, feature variability is compared using the estimated standard deviation at the features minimum and maximum values. The final subjective evaluation is conducted in Step 8 where features are yet again down selected based on practical considerations for long term cavitation detection.

**Calculate and Compare Correlation Coefficients:**

Once the principal components that represent erosive cavitation are selected (Step 5), the first feature selection step is to calculate the sample correlation coefficients between the columns of the normalized feature matrix $f_1, \ldots, f_n$ and the columns of the PC scores $y_1, \ldots, y_n$ related to the PCs selected in Step 5. The values of the correlation coefficients are then used as a basis for removing features that are not sensitive to erosive cavitation (Al-Kandari & Jolliffe, 2005).

Sample correlation coefficients are a statistical measure of linear dependence between two population samples (Faber, 2012). For our methodology, the population samples are the cavitation features and the PC scores. The correlation coefficients between these two populations are designated as $r_{yf}$ and are calculated by applying z-score normalization to the principal component scores, then calculating the normalized covariance between the score vectors and each column of the feature matrix:

3Note that the number of principle components to be retained is dependent upon what the cavitation feature matrix contains – specifically how sensitive the features are to erosive cavitation. For instance, if most of the features are not sensitive to erosive cavitation, more PCs will be required to find the erosive cavitation PC than if most of the features are highly sensitive to erosive cavitation.
where \( \overline{y}_i - \mu_f \) is the complex conjugate, \( N \) is the number of CSP values in each feature, \( \mu_f \) is the mean of the score vector, and \( \mu_f \) is the sample mean of the feature vector. Since the column vectors \( y' \) and \( f' \) are both real-valued and normalized to have zero mean, the equation simplifies to:

\[
\rho(y', f') = \frac{1}{N-1} \sum_{i=1}^{N} (y'_i - \mu_y) * (f'_i - \mu_f) \quad (4)
\]

resulting in a scaler value between -1 and 1. Features with correlation coefficients close to 1 or -1 are linearly dependent with the PC score, share a similar mode of variance, and are therefore sensitive to erosive cavitation. Features with coefficients closer to zero are not sensitive to erosive cavitation and can be removed from the selection process.

A rule of thumb guideline for comparing correlation coefficients (Holick, 2013) is shown in Table 2. The feature matrix is built from features meant to be sensitive to cavitation; therefore, several features will have a high or very high degree of dependence with the PC scores associated with erosive cavitation. Based on Table 2 and the expectation of very high dependence, we recommend removing features with a correlation coefficient that has an absolute value less than 0.9. If a suitable feature is not found or the practitioner would like to evaluate additional options, the threshold can be relaxed to 0.7, but no lower. Below 0.7, features are expected to be of poor quality and will not be useful for cavitation monitoring.

Step 7: Compare sample standard deviation of the features CSP values at minimum and maximum cavitation intensity:

In Step 7, we compare the dispersion (otherwise known as the spread or variation of a dataset) of the cavitation features by calculating the sample standard deviation for each feature at the hydroturbine running condition with minimum and maximum erosive cavitation as depicted by the PC scores plot(s) from Step 5. Features with low standard deviation have less dispersion (Faber, 2012), and are less likely to produce false positive and false negative identification of erosive cavitation.

The standard deviation calculation method above will result in a pair of descriptive statistics for each feature. The standard deviation pairs are used to rank the remaining features so that the best cavitation features will have the lowest values for both statistics. The following guidelines are suggested for ranking the remaining features:

1. We suggest removing features with high \( s_{CSP_{\text{min}}} \) or \( s_{CSP_{\text{max}}} \) values from consideration. Establish thresholds for eliminating features by multiplying the overall lowest \( s_{CSP_{\text{min}}} \) and \( s_{CSP_{\text{max}}} \) values by a scale factor, \( sc \) (we use a factor of 2) as shown in Equation 6:

\[
\text{threshold1} = sc * s_{CSP_{\text{min}}}
\]

\[
\text{threshold2} = sc * s_{CSP_{\text{max}}}
\]

Eliminate any feature with an \( s_{CSP_{\text{min}}} \) or an \( s_{CSP_{\text{max}}} \) value above the respective thresholds and keep the other features for continued evaluation.

2. We have found ranking the remaining features based on the combination of their standard deviation values is a useful means of comparing and ranking features:

\[
s_{CSP-\text{combined}} = s_{CSP_{\text{min}}} + s_{CSP_{\text{max}}} \quad (7)
\]

3. Features with lower standard deviation around their minimum value are given preference to features with lower standard deviation around their maximum value. This is done because identifying individual cavitation events is not so critical and, erring toward reducing the number of false positives is beneficial to long term acceptance of cavitation prognostics (Saxena, Celaya, Saha, Saha, & Goebel, 2010).

An additional and roughly equivalent method for evaluating feature dispersion is to calculate interquartile range around the minimum and maximum CSP values. In this method, box plots or quantile-quantile plots give the practitioner additional insight into the structure of CSP variability (Faber, 2012). In

<table>
<thead>
<tr>
<th>Absolute Value of Correlation Coefficient</th>
<th>Rule of Thumb</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 ≤</td>
<td>ρ</td>
</tr>
<tr>
<td>0.3 ≤</td>
<td>ρ</td>
</tr>
<tr>
<td>0.5 ≤</td>
<td>ρ</td>
</tr>
<tr>
<td>0.7 ≤</td>
<td>ρ</td>
</tr>
<tr>
<td>0.9 ≤</td>
<td>ρ</td>
</tr>
</tbody>
</table>

Table 2. Rule of thumb for comparing correlation coefficients (Holick, 2013)
our experience with calculating dispersion of cavitation sensitivity parameters, ranking features using either interquartile range or standard deviation shows similar results.

**Step 8: Evaluate remaining features based on practical considerations for long term cavitation detection:**

In Step 8, we evaluate the remaining cavitation features and make a final selection based on the following practical considerations:

1. Are the sensor locations specific to the features practical for long term usage in the hydroelectric plant?
2. Are the hardware and installation costs required to generate a feature drastically different than other features?
3. Are the features sensitive enough to erosive cavitation to be used alone or is more than one feature required?
4. Is the hardware and software specific to each feature reliable and can it be maintained by plant personnel?

For the first practical consideration, each remaining feature can be evaluated by how practical the sensor location is for permanent installation. Cavitation survey data may have been collected at sensor locations that work well for cavitation detection, but due to access restrictions, safety regulations, or the need for equipment modifications, the sensor locations may not be deemed acceptable for permanent installation. Cencic et al. (Cencic et al., 2014) notes that sealed bearing housings prevented the consideration of diagnostic techniques that require a clean transmission path between the runner and the sensor, such as demodulation, from being used for long term cavitation monitoring.

The second consideration is to evaluate the hardware and installation costs required to generate each feature. Cavitation diagnostics based on data acquired from a large number of sensors (Bajic, 2002) or using custom-built wireless technology (Escala & Egusquiza, 2003; Germann & DeHaan, 2013) have significantly higher equipment cost and complexity when compared to the other methods shown in Table 1 based on fewer, commercially available sensors. The cost of handling, storing and maintaining the data generated by each feature is also a part of this consideration. The number of sensors, required sample rate for recording the data, and duration of the recorded signals all affect data storage requirements and must be considered when evaluating feature costs.

The third consideration requires evaluating whether each feature is sensitive enough to erosive cavitation to be used on its own for long term cavitation monitoring. Features that generate noisy data or are sensitive to hydroturbine faults not related to erosive cavitation are unreliable on their own, but combining multiple features may lead to robust results. When trying to monitor cavitation to determine erosion rates in a hydroturbine, Wolff et al. (Wolff et al., 2005) reported problems due to noisy data and noted that additional sensors would have been helpful for making more accurate erosion rate estimations.

The final evaluation for cavitation feature selection is to consider reliability of the hardware and software system required to generate the feature. If the system requires maintenance or troubleshooting, consider whether the hydroelectric plant personnel have the resources to keep the system reliable. Bourdon et al. (Bourdon et al., 1999; Bourdon, 2000) developed a sophisticated monitoring system for cavitation detection meant for making long term erosion rate estimates. Francois et al. (Francois, 2012) report however, that lack of reliability in the monitoring system led to incomplete data over an 8 year period preventing erosion rates from being estimated. The monitoring system was recently upgraded; however, cavitation erosion estimates from the system have yet to be published.

### 3.4. End Result

The output of the feature selection method is the best feature or group of features to use for long term erosive cavitation monitoring in a specific hydroturbine. The selected feature(s) specifies the sensor type, and sensor location for permanent installation as well as the cavitation sensitivity parameter to be monitored over time.

### 4. Case Study

We present here a case study using a real cavitation survey conducted on a Francis turbine at a hydro power plant located in the American West. The data was collected using the following sensors and sensor placement. An accelerometer and acoustic emission sensor (Acc3 and AE3) were located directly on the hydroturbine shaft and data was collected at a sample rate of 1,330,000 S/s. One accelerometer and one acoustic emission sensor were located on both the lower guide bearing (Acc1 and AE1) and inlet guide vane stem (Acc2 AE2), and signals from these sensors were sampled at a rate of 1,000,000 S/s. A total of four proximity probes were mounted 90 degrees apart facing the shaft, two near the lower bearing (PP1 and PP2) and two near the upper bearing (PP3 and PP4) of the turbine. In addition, a pressure sensor was located in the wall of the draft tube (PR1). Signals from the proximity probes and the pressure sensor were sampled at a rate of 10,000 S/s. The turbine operating conditions captured in the cavitation survey ranged from 5 MW to 85 MW in 5 MW increments resulting in 17 unique operating conditions. Other running condition variables such as hydrostatic head, other turbines in the plant operating, and other factors were held effectively constant throughout the survey.

**Step 1: Calculate Cavitation Sensitivity Parameters:**

In the first step of the feature selection process, we chose to calculate six CSP values for each sensor where high frequency data was collected and five CSP values for each sen-
The feature naming convention from the combination of the 17 operating conditions resulting in 544 CSP values for each sensor is effective in identifying desirable features.

Every CSP listed in Table 1 uses band-pass filters on raw sensor data and RMS amplitude calculations as either the primary CSP or as a step to calculating the CSP. Since RMS amplitude of band-pass filtered data is so common in cavitation detection, we use it as the basis for a majority of CSPs calculated in this case study. Alternative CSPs were also calculated using peak amplitude, crest factor, and kurtosis, which are common calculations used for condition monitoring outside of cavitation detection (Randall, 2010). The alternative CSPs were included for experimental purposes to compare methods other than RMS that are very rarely if ever found in hydroturbine cavitation studies. Practitioners may wish to include other experimental CSPs to determine if borrowing a CSP from a different field may provide better results as compared to CSPs traditionally used with hydroturbines.

Table 3 shows the formulas used for calculating RMS, peak, crest factor, and kurtosis values. Table 4 lists the specific CSPs calculated for each sensor type used in this case study.

### Table 3. Calculations used for feature CSP values

<table>
<thead>
<tr>
<th>Calculation</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMS</td>
<td>( f_{rms} = \sqrt{\frac{\sum_{n=1}^{N} X_{n}^{2}}{N}} )</td>
</tr>
<tr>
<td>Peak</td>
<td>( F_{peak} = \max(x) )</td>
</tr>
<tr>
<td>Crest Factor</td>
<td>( f_{cf} = \frac{F_{peak}}{f_{rms}} )</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>( f_{kurt} = \frac{\sum_{n=1}^{N} [x_{n} - \bar{x}]^{4}}{\left(N \sum_{n=1}^{N} [x_{n} - \bar{x}]^{2}\right)^{2}} )</td>
</tr>
</tbody>
</table>

Table 4. Cavitation sensitivity parameter details for each sensor type

<table>
<thead>
<tr>
<th>Sensor Type</th>
<th>Cavitation Sensitivity Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accelerometers</td>
<td>1) RMS amplitude 1,000 - 20,000 Hz</td>
</tr>
<tr>
<td></td>
<td>2) RMS amplitude 20,000 - 30,000 Hz</td>
</tr>
<tr>
<td></td>
<td>3) RMS amplitude 30,000 - 100,000 Hz</td>
</tr>
<tr>
<td></td>
<td>4) Peak amplitude 1,000 - 20,000 Hz</td>
</tr>
<tr>
<td></td>
<td>5) Crest factor 1,000 - 20,000 Hz</td>
</tr>
<tr>
<td></td>
<td>6) Kurtosis 1,000 - 20,000 Hz</td>
</tr>
<tr>
<td>Acoustic Emission Sensors</td>
<td>1) RMS amplitude 1,000 - 400,000 Hz</td>
</tr>
<tr>
<td></td>
<td>2) RMS amplitude 50,000 - 400,000 Hz</td>
</tr>
<tr>
<td></td>
<td>3) RMS amplitude 1,000 - 50,000 Hz</td>
</tr>
<tr>
<td></td>
<td>4) Peak amplitude 1,000 - 400,000 Hz</td>
</tr>
<tr>
<td></td>
<td>5) Crest factor 1,000 - 400,000 Hz</td>
</tr>
<tr>
<td></td>
<td>6) Kurtosis 1,000 - 400,000 Hz</td>
</tr>
<tr>
<td>Proximity Probes</td>
<td>1) RMS amplitude 40 - 1,000 Hz</td>
</tr>
<tr>
<td></td>
<td>2) RMS amplitude 1 - 40 Hz</td>
</tr>
<tr>
<td></td>
<td>3) Peak amplitude 40 - 1,000 Hz</td>
</tr>
<tr>
<td></td>
<td>4) Crest factor 40 - 1,000 Hz</td>
</tr>
<tr>
<td></td>
<td>5) Kurtosis 40 - 1,000 Hz</td>
</tr>
<tr>
<td>Pressure Transducer</td>
<td>1) RMS amplitude 40 - 1,000 Hz</td>
</tr>
<tr>
<td></td>
<td>2) RMS amplitude 1 - 40 Hz</td>
</tr>
<tr>
<td></td>
<td>3) Peak amplitude 40 - 1,000 Hz</td>
</tr>
<tr>
<td></td>
<td>4) Crest factor 40 - 1,000 Hz</td>
</tr>
<tr>
<td></td>
<td>5) Kurtosis 40 - 1,000 Hz</td>
</tr>
</tbody>
</table>

Table 4. Cavitation sensitivity parameter details for each sensor type

### Step 2: Form the Cavitation Feature Matrix from the Cavitation Sensitivity Parameters:

Next, we formed the cavitation feature matrix by calculating the CSP values listed in Table 4 for the three acoustic emission sensors, three accelerometers, four proximity probes and one pressure transducer used in the cavitation survey resulting in 61 total features. 32 CSP values were calculated for each of the 17 operating conditions resulting in 544 CSP values for each feature. The cavitation feature matrix is therefore a 544 x 61 matrix organized as described in Step 2 of the methodology. Throughout the rest of this document, we have adopted the feature naming convention from the combination of the abbreviation of the sensor type and the CSP number shown in Table 4.
the first PC score plot best matches the operating conditions and mode of variance associated with erosive cavitation. Additionally, the second and third score plots (Figure 7 and Figure 8) represent modes of variance associated with draft tube swirl and draft tube vortex collapse. Draft tube swirl can be damaging to hydroturbines; however, for this specific hydroturbine it does not cause erosive damage and is therefore not of interest for this case study. The fourth PC score plot was a twin to the third PC score plot, but at a slightly different running condition.

**Step 6: Calculate and Compare Correlation Coefficients:**

In Step 6, the correlation coefficients were calculated between the first principal component scores and each feature. Correlation coefficients for the accelerometers and acoustic emission sensors are shown in Figure 9. Correlation coefficients for the proximity probes and pressure transducer are shown.
in Figure 10. Based on the large number of features with a very high degree of dependence with the first principal component scores, features with a correlation coefficient less than 0.9 were removed from consideration for the remainder of the selection process.

**Step 7: Compare sample standard deviation at the features minimum and maximum CSP values:**

In the next step, the standard deviation at minimum ($s_{CSP_{min}}$) and maximum ($s_{CSP_{max}}$) CSP values were calculated to compare dispersion within each of the remaining features. As described in Step 7 of our methodology, features with high standard deviations were removed from consideration and the remaining features were ranked in order of their combined $s_{CSP_{max}}$ and $s_{CSP_{min}}$ values.

Figures 11 and 12 show the features compared by $s_{CSP_{min}}$ and $s_{CSP_{max}}$ values, respectively. Both figures also show the threshold line of two times the minimum standard deviation used for determining which features to remove from consideration. Based on the threshold line, 12 additional features were removed from consideration. The remaining 12 features were ranked from smallest to largest by their combined standard deviation values as shown in Figure 13.

**Step 8: Evaluate remaining features based on practical considerations for long term cavitation detection:**

In the final step of the feature selection process, we evaluated the remaining 12 features from Step 7 based on the practical considerations outlined in our methodology. Features Acc3_1, Acc3_2, Acc3_3, AE3_1, AE3_2, and AE3_3 are all shaft mounted sensors that require higher cost and complexity to install and maintain. Given that there are 6 additional features that have a similar sensitivity to erosive cavitation,
we eliminated these features based on their higher cost and complexity.

The remaining 6 features were based on RMS amplitude in different frequency ranges and come from sensors mounted to the hydroturbines lower guide bearing. Based on the similarity between their $s_{CSP_{\text{min}}}$ values and the low cost of installation and maintenance, any of the remaining 6 features are adequate for erosive cavitation monitoring. In addition to having low $s_{CSP_{\text{min}}}$ values, the two highest ranking features, $AE1_2$ and $AE1_1$ have the lowest $s_{CSP_{\text{combined}}}$ value and as such, we consider them the best features for long term monitoring of erosive cavitation.

5. DISCUSSION

The methodology outlined in this paper provides several benefits to a researcher or hydroturbine operator wishing to estimate RUL on a hydroturbine runner through long term monitoring of erosive cavitation. In this section we discuss the benefits of using our cavitation feature selection process, and issues that the practitioner must keep in mind. While the method presented here does not yet provide RUL calculations, it is a step in the direction of a full RUL method for hydroturbines – a long-sought goal in the industry.

The feature selection process method described in this paper was demonstrated on cavitation survey data taken on a Francis hydroturbine experiencing leading edge erosive cavitation. While we demonstrated the method on a Francis hydroturbine, the method can be used on any hydroturbine regardless of type. This also holds true for common sensors used in hydroturbine plants to monitor cavitation and other health monitoring applications (e.g.: bearing monitoring, etc.), for sensor locations, and multiple cavitation types (e.g.: draft tube swirl – actually seen in the case study data, trailing edge cavitation, etc.). The cavitation survey in the case study was performed using sensors and sensor locations that are commonly found in hydroturbine plant industry cavitation studies. Practitioners must note that the feature selection process, specifically analysis of the principal component scores, is difficult if variance of all the features is dominated by noise or events not related to erosive cavitation. Thus, it is important that the initial features investigated be at least in part known useful features used on other hydroturbines such as overall RMS values taken from an acoustic emission sensor on a lower guide bearing.

One benefit of the presented method is that several aspects of the feature comparisons are automated which allows many different cavitation detection features to be compared quickly. Increasing the number of different features being compared increases the likelihood of finding the best all-around feature. The sensitivity and precision of the features being compared are ranked based on statistical values versus purely subjective evaluation. This combined with the quickness of the process
also allows new or experimental features to be evaluated and compared. However, it should be noted, accuracy of the features is not addressed in this paper due to the lack of visual confirmation of cavitation intensity. In industrial settings, it is very rare to have visual confirmation of cavitation intensity.

A few points to keep in mind when using this method include that the methodology compares signal dispersion in order to reduce the likelihood of false positives and false negatives, but the methodology does not directly evaluate the false positives or false negatives associated with each feature. Doing this evaluation requires establishing cavitation thresholds, which is beyond the scope of the work presented in this paper. Another important point is that cavitation intensity is not addressed by the methodology presented here. This prevents the method from being directly used to determine RUL. However, it is expected that future efforts with establishing cavitation thresholds can help to adapt the method presented here to be more useful in calculating RUL. A final point to note is that two large sources of error exist including data collection and data organization. Poor data collection and organization methods, sometimes seen in cavitation studies, can lead to results that are not accurate or relevant to hydroturbine operation.

No adequate measure of goodness of fit is available for the method presented in this paper. This is because the typical hydroturbine practitioner may not have a clear view of when cavitation is or is not occurring. While a cavitation survey may be available for a specific hydroturbine, it is unlikely to remain valid as operating conditions change (e.g.: hydrostatic head, water temperature, interference from sister hydroturbines, accumulated cavitation damage on the hydroturbine runner, etc.). We view this situation as being similar to an unsupervised learning method such as clustering where there is no correct answer. Like with clustering, a practitioner selects a few features in the data that are believed to be important to be used as performance metrics. Here we have selected: 1) the linear fit to the mode of variance measured through correlation coefficients, 2) variance around the minimum and maximum signals, and 3) practical considerations. Potential measures of fit such as the mean square error between different signals or between Principal Components of Interest (PCI) and other signals are not valid with the method presented in this paper. Such measurements are relative measurements and do not offer additional validity beyond what a practitioner has already deemed to be important (see above in this paragraph for what we have deemed important). Attempting to use PCI or mean square error between signals, or other similar goodness of fit measures leads to circular logic because we have already used PCI within the method as a stepping stone for finding a better representation of cavitation events within the hydroturbine. Thus we do not recommend examining goodness of fit on the method presented here.

The method presented in this paper is a good starting point for researchers and hydroturbine operators to better understand how to monitor hydroturbines for cavitation during operation. The method can be used to identify the most appropriate sensors, sensor placements, and CSPs that provide the most insight into erosive cavitation. Previously, operators and researchers did not have a direct method of comparison for sensors, sensor placements, and CSPs. The method presented here is already showing great promise with some hydroturbine operators and is expected to be deployed in the field soon.

6. Future Work

We are actively pursuing several areas of future work and propose the hydroturbine prognostics community pursue several larger goals. One area requiring further study is to better understand why different RMS frequency bands do not distinguish themselves from one another. We discovered this issue using F-tests. A potential direction of research is an in-depth investigation of spectral data produced from RMS frequency bands.

Another area that the community needs to investigate is the evaluation of feature plots viewed in the z-score normalized domain that may be useful for establishing thresholds for long term cavitation detection or for training supervised machine learning algorithms. Establishing cavitation detection thresholds will lead to a better understanding of cavitation intensity that can then be used to develop a RUL method for hydroturbine operators.

Spectrum-based methods such as demodulation and spectral kurtosis were not explored in this paper; however, the foundation has been laid here for evaluating spectrum-based features against traditional RMS-based features. It is possible that spectrum-based methods may be more sensitive to different types of erosive cavitation on the same hydroturbine. While we have demonstrated in this paper that we can detect leading edge cavitation and we also have seen this method work to detect draft tube swirl cavitation on the same dataset, there are several other types of cavitation that can be important depending upon the hydroturbine design and operating conditions. Multiple erosive cavitation events can occur at the same time and this should be captured for a complete understanding of RUL.

Proximity probes did not show as high a degree of dependence as the accelerometers and acoustic emission sensors to the mode of variance related to erosive cavitation; however, proximity probes did show high dependence and were also sensitive to the modes of variance associated with draft tube swirl. Due to their low cost and higher likelihood of already being installed on a hydroturbine to monitor common low speed faults such as bent shafts, additional investigation of using these sensors for erosive cavitation detection and broader
condition monitoring is warranted. It is possible that using proximity probes may make detecting erosive cavitation significantly less expensive and intrusive for hydroturbine operators.

Finally, experimental CSPs including peak, crest factor, and kurtosis did not measure well against RMS for erosive cavitation. These features do however show stark differences between different sensor locations – specifically between sensors mounted on the shaft versus mounted off the shaft. We do not yet understand why this is the case. It is possible that a deeper understanding of the physics of the situation may help to develop significantly improved CSPs.

7. Conclusion

This paper presents a method for comparing and evaluating cavitation detection features - the first step toward estimating RUL of hydroturbine runners. The method can be used to quickly compare features created from cavitation survey data collected on any type of hydroturbine, sensor type, sensor location, and CSP. Although manual evaluation and knowledge of hydroturbine cavitation is still required for our feature selection method, the use of principal component analysis greatly reduces the number of plots that require evaluation. We are not aware of anyone in academia or industry taking this approach with hydroturbines. We applied the method presented in this paper to cavitation survey data collected on a Francis Hydroturbine and were able to select the best sensor type, sensor location, and CSP to use on this hydroturbine for long term monitoring of erosive cavitation, thus demonstrating the usefulness of the method. Our method provides hydroturbine operators and researchers with a clear and effective way to determine preferred sensors, sensor placements, and CSPs while also laying the groundwork for determining RUL in the future.
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Acronyms

BPML Blade Pass Modulation Level.

CSP cavitation sensitivity parameter.

MW Megawatts.

PC Principal Component.

PCA Principal Component Analysis.

PCI Principal Components of Interest.

RMS root mean square.

RUL remaining useful life.
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